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ABSTRACT The proliferation of ransomware has become a significant threat to cybersecurity in recent
years, causing significant financial, reputational, and operational damage to individuals and organizations.
This paper aims to provide a comprehensive overview of the evolution of ransomware, its taxonomy, and
its state-of-the-art research contributions. We begin by tracing the origins of ransomware and its evolution
over time, highlighting the key milestones and major trends. Next, we propose a taxonomy of ransomware
that categorizes different types of ransomware based on their characteristics and behavior. Subsequently,
we review the existing research over several years in regard to detection, prevention, mitigation, and pre-
diction techniques. Our extensive analysis, based on more than 150 references, has revealed that significant
research, specifically 72.8%, has focused on detecting ransomware. However, a lack of emphasis has been
placed on predicting ransomware. Additionally, of the studies focused on ransomware detection, a significant
portion, 70%, have utilized Machine Learning methods. This study uncovers a range of shortcomings in
research pertaining to real-time protection and identifying zero-day ransomware, and two issues specific to
Machine Learning models. Adversarial machine learning exploitation and concept drift have been identified
as under-researched areas in the field. This survey is a constructive roadmap for researchers interested in
ransomware research matters.

INDEX TERMS Ransomware, malware analysis, machine learning, deep learning, cyber attacks, adversarial
machine learning.

I. INTRODUCTION
The widespread and hugely publicized WannaCry outbreak
of 2017 put the spotlight back on ransomware [1]. This
attack not only demonstrated how potentially dangerous ran-
somware could be but also exemplified the extent of its
profitability. The main motive of the WannaCry attack was
not monetary gains but chaos and panic. While the ransom
demand was only a mere $300, the financial damage went
well beyond that of the ransom itself, estimated to be around
$4 billion. Since then a myriad of ransomware attacks and
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variants have emerged. The increase in recent cyber-attacks
is also greatly attributed to the COVID-19 pandemic [2].
As companies shifted to a remote work paradigm, employees
became more susceptible to phishing emails, thereby intro-
ducing security gaps in the organization’s defense against
cyber-attacks. But what makes this type of malware so dis-
tinctive? Ransomware is a malicious piece of software that
is designed to deny or minimize users’ access to their files,
operating system, or device and demands a ransom payment
in order to regain access [3]. In general, ransomware is clas-
sified into two broad categories, namely locker ransomware,
which encrypts files essential for basic computer func-
tions, and cryptographic ransomware which encrypts user’s
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FIGURE 1. Global Damage Caused by Ransomware Attacks.

sensitive files [4]. This infamous malware has targeted a
wide range of targets, including individual users, business
enterprises, government entities, and hospitals to name a few.
Ransomware made its initial appearance in the year 1989 and
while it has been around for over three decades now, its
variants have grown progressively advanced in their encryp-
tion methods, capability to spread quickly, evade detection,
and compel victims into paying the ransom [5]. Ransomware
has quickly risen up the ranks-becoming one of the most
prominent and ubiquitous types of malware. Cybersecurity
Ventures predicts the global ransomware damage to exceed
$265 billion by 2031, with a new attack every 2 seconds [6].
Figure 1 depicts the total damage caused by ransomware
attacks globally between the years 2015 to 2024 [7].

Although there have been numerous studies that have
surveyed and summarized different solutions for defending
against ransomware, these surveys have focused on specific
components of ransomware research. However, no study has
provided a holistic understanding of the evolution, a com-
prehensive taxonomy of ransomware, defense research of
ransomware across multiple platforms, such as desktop,
mobile devices, IoT, and ICS systems, and different goals
of ransomware defense. This is a crucial research gap,
as understanding the complete picture is becoming increas-
ingly important in countering this rapidly growing threat.
Motivated by the above-mentioned concerns, we provide
a comprehensive overview of ransomware and the recent
research contributions for ransomware security. To the best of
our knowledge, this is the first study to provide an in-depth
research comparison and classification that includes details
such as the overlap of these different research works, and a
breakdown of different Machine Learning techniques used,
just to name a few.

In essence, the key contributions of this paper are summa-
rized as follows:

• Provide a survey on ransomware by studying their
roots and principal components, history and events
since 1989, and research trends for the past 7 years.

• Create a taxonomy for ransomware research ideas that
categorizes them and showswhere they overlap in regard
to analysis techniques.

• Determine research gaps, then offer ideas and sugges-
tions for further research such as the ones that are
related to offensive and adversarial machine learning
approaches.

The remainder of this paper is organized as follows:
Section II provides an overview of ransomware evolu-

tion and highlights the key stages of the cyber kill chain.
In addition, it shows the most common infection vectors for
ransomware. Section III gives the related work. A survey
of the recent advances in ransomware security research is
presented in Section IV. Section V provides a discussion
on the open research problems that need to be addressed
in future ransomware defense research. Finally, Section VI
concludes our work with our findings of the current research
contributions for countermeasures against ransomware.

II. BACKGROUND
The following section presents an overview of ransomware
and emphasizes the focus of our survey by (1) discussing the
different types of ransomware; (2) outlining various stages
of the ransomware kill chain; (3) providing some common
infection vectors; and finally (4) comprehensively exploring
ransomware evolution.

A. TYPES OF RANSOMWARE
There have been twomajor categories of ransomware namely,
crypto and locker ransomware. More recently other types are
gaining popularity among attackers. We list out four of the
more traditional variants of ransomware [5]:
1. Crypto - As the most common type of ransomware,

crypto-ransomware aims to encrypt data important to victims,
such as documents, pictures, and videos, but not to interfere
with basic computer functions. Crypto-ransomware typically
allows victims to view the list of encrypted files and use the
system, but they are unable to access the actual files that
are encrypted. Data encrypted by crypto-ransomware using
current techniques such as AES and RSA is often irrecover-
able, as these encryption methods are almost irreversible if
implemented correctly [8].

2. Locker - This type of ransomware locks the victims
out of their systems. In the majority of cases, victims of
Locker ransomware are typically only allowed to view the
lock screen or a screen with ransom payment instructions.
These types of ransomware attacks are often relatively easy
to resolve and can be dealt with by rebooting the computer in
safe mode or running an on-demand virus scanner [9].
3. Scareware - This ransomware-type tricks users into

downloading or buying malicious or sometimes useless soft-
ware by displaying startling messages, often done using pop-
up ads. Users who take the bait inadvertently install ran-
somware on their devices. This type of ransomware does not
necessarily pose a real threat to its victim [10].
4. Leakware – also known as Doxware, is a new and potent

form of ransomware that threatens to make users’ data public
unless the ransom is paid. The damage caused is irreversible
as anyone can access the data once it is open to the public [11].
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FIGURE 2. Taxonomy of Ransomware.

Banks and organizations that handle confidential or sensitive
information are particularly at risk of being targeted by this
type of attack.

Figure 2 illustrates the classification of ransomware
according to its types, attack vectors, communication meth-
ods with Command and Control servers, and the malicious
actions it carries out, providing a comprehensive taxonomy
of this threat.
Ransomware as a service (RaaS) - RaaS is a ransomware

distribution model similar to Software-as-a-Service (SaaS)
model, where attackers lease out ransomware attacks to other
cybercriminals. The services provided by this model can
include the compiled ransomware, ransomware customiza-
tion tools, and infrastructure for maintaining the ransomware,
instructions among others. Such type of services enables
even those criminals who lack the skills or time to develop
their own ransomware variants to quickly and inexpensively
launch attacks [12]. These ransomware kits are easily avail-
able on the dark web and include many payment models
such as one-off ransomware purchase, on a commission basis,
or a monthly subscription. The widespread adoption of the
ransomware-as-a-service (RaaS) model has contributed to the
steady growth of ransomware attacks in recent years [13].

A number of notorious Ransomware-as-a-Service variants
exist, including:

1. Ryuk – attributed to the hacker group WIZARD
SPIDER, is one of the most successful and costly vari-
ants of ransomware [14]. It is estimated to have gen-
erated approximately $150 million in profits by the end
of 2020.

2. Maze – The concept of double extortion was first
introduced by this specific variant of ransomware, where
cybercriminals steal sensitive data and demand payment in
exchange for not publicly releasing it. Although Maze has
discontinued its operations, similar variants such as Egregor

continue to thrive, operating through the Ransomware as a
Service (RaaS) model.

3. Lockbit – This variant emerged in late 2019 and has been
around since. The hallmark of Lockbit is its ability to swiftly
encrypt the systems of giant corporations, reducing the time
available for defenders to detect and remove the malware
before harm is inflicted.

4. REvil - Also known as Sodinokibi, was the malware
behind one of the biggest ransom demands on record, a stag-
gering $10 million. This specific ransomware variant is
spread through a multitude of methods, and it has been
reported that its affiliates utilize unpatched Citrix and Pulse
Secure VPNs as a means of infiltrating and infecting systems.

B. RANSOMWARE KILL CHAIN
Ransomware attacks typically follow six primary stages:
distribution, infection, staging, scanning, encryption, and
payment [15].

• Distribution - The initial phase of the attack involves
spreading the malware to the targeted device. Some of
the ways attackers accomplish this are with phishing
emails, exploit kits, malicious websites, or vulnerabil-
ities in the connection or user system.

• Infection – At this phase, the ransomware is installed on
the machine and begins the infection process.

• Staging –During the staging phase, ransomware embeds
itself in the system, establishes persistence to survive
beyond a reboot, and begins communicating with the
outside world. This frequently entails uploading vic-
tims’ information to a domain that has recently been
registered or to an IP address.

• Scanning – During this step, the malware scans both the
local computers and network resources, in search of
data that can be encrypted, including network drives and
cloud storage accounts like Box.com and Dropbox [16].
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FIGURE 3. Evolution of Ransomware.

• Encryption- Once ransomware locates important user
files, it starts encrypting using the encryption keys
hard-coded in its binary or the ones acquired from a
C&C server.

• Payment – The final step is displaying a ransom note on
the screen and waiting to collect the ransom.

C. INFECTION VECTORS
The most common ransomware attack vectors are:

• Phishing - Phishing still dominates as the most used ran-
somware infection vector [17]. A typical attack attempt
begins when a user receives a malicious email that con-
tains links, attachments, or both with instructions. The
users are tricked into clicking or opening the attachment
as the email appears to be from a known contact. Com-
mon file formats such as pdf, doc, and jpg are used to
ensure recipients run the executable file.

• Remote Desktop Protocol (RDP) - RDP is the second
most popular attack vector after phishing attacks. RDP
is considered an ideal attack vector because attackers
keep finding new and lesser-known vulnerabilities daily.
For instance, in 2020 alone, 25 new vulnerabilities were
discovered in RDP clients.

• Software vulnerabilities – Vulnerabilities take the third
spot among the most common infection methods.
In some cases, when software is not properly updated or
patched, attackers can access networks without having
to harvest credentials.

• Web pages - Ransomware can also be found in a seem-
ingly legitimate or compromised website, hidden in web
scripts on these sites.What makes this a perfect infection
vector is that users believe they are visiting a trusted site.
Ransomware is automatically downloaded on a user’s
machine when a user visits that site.

• Pop-ups - Another common web-based attack vector
is pop-ups, which trick users into clicking them by
appearing genuine and posing as legitimate sources.
Ransomware is either automatically downloaded on the
victim’s computer, or directed to a new window with
malicious links.

D. EVOLUTION OF RANSOMWARE
This section delves deeper into some of the significant ran-
somware variants that emerged throughout each decade since
its emergence, providing a comprehensive understanding of
the progression of this threat. Figure 3 depicts the progression
of ransomware, beginning with its inception in 1989, through
the era of rapid internet expansion, and culminating in the
present-day utilization of Ransomware-as-a-Service models
and double extortion tactics by attackers. This illustration
provides a comprehensive overview of the evolution of this
threat.

Ransomware first emerged late in 1989 when a pro-
fessor, called Dr. Popp, distributed 20,000 virus-infected
floppy disks to people at the international AIDS conference.
Once it was loaded onto a system, the virus began hiding
directories, locking files, and required a payment of $189 for
the restoration of access to the affected data [18]. Ironically,
Dr. Popp was neither a computer scientist nor a programmer
but a biologist. He was eventually arrested and charged with
10 counts of blackmail and causing damage through the
distribution of what is now referred to as the ‘‘AIDS Tro-
jan’’. Eventually, it was determined that he was incapable of
standing trial due to psychological reasons. Ransomware took
a long hiatus of 15 years since its emergence in 1989 [14].
The next time it appeared was with the advent of digital
and crypto-currencies allowing for a more elegant form of
payment. The re-emergence of ransomware was also driven
by the widespread adoption of the internet and email as daily
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tools for communication and business. At the early stage
of the internet era, two of the most significant ransomware
attacks were GPCode and Archievus. These attacks were
different from today’s ransomware, as the attackers requested
a low ransom because they preferred targeting a high volume
of victims, rather than targeting a smaller number of high-
value victims. GPCode, which surfaced in 2004, used two
infection vectors to attack victims, namely phishing emails
and malicious website links. By 2006, Archievus marked
a shift in the evolution of ransomware as it was the first
strain to use Rivest-Shamir-Adleman (RSA) encryption [19].
This evolution of encryption technology showed how cyber
criminals had been adapting to the changing landscape of
cyber security. The year 2007 saw the emergence of the first
locker ransomware variants that locked victims’ machines
and prevented them from using their computers’ basic func-
tions. WinLock led this era of ransomware. It operates by
taking control of the victim’s screen and displaying explicit
images, forcing the victim to pay a ransom via paid SMS to
regain access to their computer [20]. This type of malware
represented a unique and particularly aggressive form of ran-
somware that caused widespread concern among computer
users and security experts alike.

A couple of years later, analysts learned of 2013’s most
malicious malware threat called CryptoLocker. By Decem-
ber of 2013, this potent form of ransomware had impacted
roughly 250,000 Windows-based computers. It was also dur-
ing this time that security researchers learned that cyber-
criminals were not only targeting professionals but also
home-based internet users. The primary source of infection
during this year seemed to be phishing emails that con-
tain malicious attachments. In mid-2012, a password-stealing
malware named Reveton ransomware, also referred to as
Win23/Reveton, the FBI Virus, or the Police Trojan, made
its appearance [14]. This later evolved into ransomware that
exploited hundreds of thousands of dollars from its victims
every month. It achieved this by posing as law enforce-
ment agencies to deceive victims and coerce them into pay-
ing a ‘‘fine’’ or facing the consequences of being arrested.
2014 marked a significant milestone in the evolution of ran-
somware when SimpleLocker made its debut, becoming the
first strain to target Android devices and encrypt images,
documents, and videos stored on SD cards [14]. This new
strain expanded the potential targets to include a wider range
of victims and opened the door to a whole new set of attacks.
Probably the most notorious malware infection of all time
was the infamous WannaCry of 2017, a crypto-ransomware
worm that attacks Windows PCs. This is still actively used
by cyber attackers today. Maze ransomware first surfaced in
May 2019 and has been highly active since December 2019.
The malware not only encrypts data but also exfiltrates the
targeted data, threatening to release it publicly unless the
victims pay a ransom. This type of attack can have severe
consequences for businesses, as it uses double extortion
with regular ransomware actions. This makes it a particu-
larly concerning threat for organizations. Furthermore, the

information on this type of malware is constantly evolving
and new attack methods are being developed by the cyber-
criminals behind it.

One of the worst threats that 2020 saw was in the form of
Egregor ransomware. Egregor ransomware is a highly sophis-
ticated form ofmalware that has gained notoriety for its brutal
double-extortion tactics. Despite its destructive capabilities,
little is known about this ransomware as it employs vari-
ous anti-analysis techniques such as payload encryption and
code obfuscation to evade detection and analysis. Egregor is
believed to have links to the now-defunct Maze ransomware.
Conti ransomware is particularly destructive due to its rapid
data encryption speed and ability to spread to other systems.
The Conti group often uses phishing attacks to install Trick-
Bot and BazarLoader Trojans, granting them remote access
to infected machines. After encrypting the data, Conti fol-
lows a two-step extortion process. DarkSide, which initially
appeared in mid-2020, was responsible for the attack on the
Colonial Pipeline, termed the most devastating cyber-attack
of 2021. The group is known to only attack organizations
that can pay a huge amount of ransom, rather than targeting
governments, non-profit organizations, and hospitals [21].
In 2022, the highest number of cyber-attacks was from among
the newer variants that also employed double extortion tac-
tics. Lockbit ransomware was able to quickly make its mark
in the Raas space due to its ability to upgrade its attack
techniques frequently.

E. MALWARE ANALYSIS
Malware analysis is the process of examining a malware
specimen in order to determine its characteristics, origin,
behavior, purpose, and potential impact. The outcome of such
analysis helps security teams to rapidly detect, prevent, and
mitigate potential threats. In most cases, malware analysis is
the preliminary step that researchers have used in ransomware
defense. There are three types of malware analysis:

1. Static analysis - This type of analysis inspects the binary
file without executing the malicious program. It can reveal
important information about the malware’s command and
control infrastructure, targets, and persistence mechanisms.
Features such as hashes, strings, opcodes, byte sequences,
etc are extracted and analyzed to determine if the file is
malicious. Various network analyzers and disassembler tools
inspect the malware without having to run the binary code.
Some commonly used static analysis tools include PeStudio,
ExeInfo PE, HxD, CyberChef, and IDA Pro. The principal
benefit of static analysis is its speed. However, it is not
effective against sophisticated malware strains that use code
obfuscation techniques to evade detection [9].

2. Dynamic analysis - This involves executing a sample
of the malicious software in a controlled environment that is
separated from the host system [24]. This allows researchers
to observe the behavior of the malware without putting the
host system at risk. Researchers can use various tools such as
a virtual machine, a sandbox, for example, Cuckoo sandbox,
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TABLE 1. Comparison of Related Works.

or a debugger to monitor the activity of the ransomware,
including the files and processes it creates, the network
connections it establishes, and any other actions it takes.
Dynamic analysis can also be used to determine the ransom
payment mechanism and the encryption algorithm used by
the ransomware. Additionally, it can be used to identify the
mechanism used by ransomware to propagate itself, such as
exploiting vulnerabilities or using phishing emails.

3. Hybrid analysis - It is a method of analyzing malware
that combines both static and dynamic analysis techniques.
Combining both static and dynamic analysis provides a more
comprehensive view of the malware and its capabilities.
Hybrid analysis is a powerful technique that can be used
to analyze a wide range of malware, including ransomware,
trojans, and other types of malicious software.

III. RELATED WORK
In this section, we present two categories of related sur-
vey contributions, namely malware security studies and ran-
somware security studies. Table 1 gives a comparison of
related works and this survey.

Ye et al. [25] surveyed intelligent malware detection
approaches which included the broad stages of feature
extraction and classification or clustering. The paper also
highlighted the challenges of malware detection using data
mining techniques and estimate the future trends of mal-
ware development. Souri and Hosseini [26] summarized the
challenges related to detection approaches for malware using
data mining techniques and provided a comparison of these
approaches with respect to the classification method, size of
dataset used, analysis approach, and accuracy. s. The pros and
cons of various data mining models were discussed in terms
of their evaluation method, proficiency, and overall effective-
ness. Faruki et al. [27] surveyed the techniques employed
for Android security. In particular, they covered the malware
detection methods as well as the stealthy techniques used by
attackers. This review offers a comprehensive examination of
the strengths and weaknesses of established research method-
ologies in the realm of Android security. It aims to provide
researchers and practitioners with a foundation for proposing
innovative approaches to analyze and combat these threats.

Another study that surveyed Android malware was by
Tam et al. [28]. The study presents a survey of the most
effective Android malware analysis and detection tech-
niques and their ability to keep up with evolving malware.

It evaluates the systems by methodology, malware statistics,
and evasion techniques, as well as industry solutions, and
suggests future research paths. Ucci et al. [29] focused on
the use of machine learning in malware analysis for Windows
environments specifically for Portable Executable. It catego-
rizes papers based on their goals, and the machine learning
techniques employed. The survey also highlights challenges,
including those related to datasets, and future possibilities for
advancement.

Bello et al. [18] presented a taxonomy of ransomware
research works that only used intelligent machine learn-
ing algorithms. Their survey considered papers between
2016 and 2020. Finally, the authors have outlined some of the
possibilities of future directions and challenges in the appli-
cation of deep learning techniques for ransomware defense.
The survey conducted by Fernando et al. [22] explored contri-
butions that made use of machine learning and deep learning
algorithms for detecting ransomware. The potential impact
of the evolving nature of ransomware on these works was
also determined through experiments. They further explored
the future advancements of ransomware and its evolution
in the years to come. Beaman et al. [9] highlighted the
recent cutting-edge approaches for detecting and prevent-
ing ransomware attacks. Finally, the authors created a ran-
somware prototype, named AESthetics, which successfully
evaded detection by eight widely used antivirus programs.
Oz et al. [14] adopted a distinctive methodology of analyzing
researchworks on ransomware, specifically with regard to the
diversity of the platforms that are targeted. The authors have
covered works on mobile devices, IoT platforms as well as
PCs/workstations. However, the authors have not discussed
studies on prevention against ransomware. Berrueta et al. [23]
examined the various detection techniques developed by the
researchers for ransomware. The proposed algorithms were
compared and classified based on the features obtained from
ransomware behavior and the decision procedures used to
reach a classification conclusion. It offers a comprehensive
overview of detection algorithms and a comparison of the
results.

Our survey, which aligns with the second group of sur-
veys, focuses on research for ransomware analysis and
defense. The primary distinction between the research
in [9], [22] and ours is the scope of the research goals. While
their focus is on detecting and preventing ransomware, our
work covers a broader range of topics, including detection,
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FIGURE 4. Ransomware Research Taxonomy.

classification, mitigation, prevention, and prediction of ran-
somware. We have recently added a new category called
prediction, which includes all contributions related to pre-
dicting ransomware. The work in [18] focuses on studies
on detection based on machine learning algorithms, whereas
our work offers a comprehensive analysis of research that
employs a variety of other techniques such as honey pots,
Software-Defined Networks (SDN) in addition to machine
learning. Additionally, to the best of our knowledge, none
of the existing survey papers have addressed adversarial
machine learning for ransomware, which we briefly cover
in Section V.

IV. RANSOMWARE RESEARCH TAXONOMY
In this section, we examine the latest research studies focused
on combating ransomware. We have taken into account the
most recent works, dating from 2016 and beyond. These stud-
ies aim to achieve a variety of research goals, which we have
broadly categorized into five areas: detection, classification,
prevention, mitigation, and prediction.

Figure 5 shows the trend of selected 125 ransomware
research publications between 2016 and 2022 that we
considered for this paper, with the highest point of publica-
tion activity being recorded in 2018. Among the notewor-
thy contributions are the detection of zero-day ransomware
attacks [30], [31], [32], [33], [34], [35], [36], [37], [38], the
identification of ransomware at an early stage, both before it
commenced file encryption and examined its surroundings,
and finally the transformation of user devices into analysis-
like environments, effectively obscuring them from evasive
malware [39]. Figure 4 depicts our taxonomy of ransomware
research contributions according to the various analysis types,
approaches, and features that were used.We have categorized
the approaches and techniques into categories. Rule-based

FIGURE 5. Publications Trend Year-wise (solely on this survey).

approaches are those that detect ransomware using a set of
rules that are built based on the extracted features, whereas
decoy-based approaches deploy decoys or honeypots as bait
to catch and identify ransomware attacks. Hybrid approaches
involve a combination of two or more other approaches. The
techniques level in the figure refers to the type or category
of data that is analyzed by the research papers. These include
software analysis, which involves examining the binary code
of the sample, while data-centric analysis focuses on ana-
lyzing the users’ data. System information analysis includes
analysis of system data, such as configurations, running
processes, kernel activities, and other system-related infor-
mation. Finally, the features level highlights the distinctive
features utilized by the research studies in their analysis. The
majority of the research studies have used API calls because
they provide a rich source of information about software
behavior, are reliable, are used in dynamic analysis, and are
easily extracted and analyzed. The network traffic features
encompass a variety of data points, including IP addresses,
TCP headers, packet size, protocols used, payload content,
domain information, and other network-related parameters.
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FIGURE 6. Type of Analysis Distribution in Literature Studies.

The file activities features comprise a range of actions per-
formed on files such as creation, deletion, and modification.
Additionally, it takes into account various characteristics of
the files themselves, such as file similarity, entropy, size,
and more. Finally, there were a smaller number of features
that did not fall under any of the pre-existing categories,
which we grouped into the category of ‘‘Others’’. These fea-
tures include information on Bitcoin transactions, patterns of
power and energy consumption by applications, and images
and texts from XML layout files on Android devices, to name
a few examples. Figure 6 presents the distribution of studies
that address various goals such as detection, classification,
prevention, mitigation, and prediction, as well as the overlap
between these goals. The majority of the studies (72.8%)
were focused on detection. The focus on classification, pre-
vention, mitigation, and prediction was significantly lower,
at 4.8%, 8.8%, 8%, and 5.6% respectively. The figure also
shows that all the studies that focused on the classification
and mitigation of ransomware also included ransomware
detection, while 72.7% of the preventive studies and 43%
of the prediction papers also performed the detection of ran-
somware.

A. DETECTION
Ransomware detection is the process of identifying the pres-
ence of ransomware on a system or network. Researchers
have employed a variety of methods to detect ransomware,
includingmachine learning algorithms, and honeypots. In this
section, we discuss these contributions. Figure 7 illustrates
the various analysis types utilized by researchers in detecting
ransomware.

FIGURE 7. Type of Analysis Distribution in Literature Studies.

1) MACHINE LEARNING-BASED DETECTION
The main advantage of machine learning, including deep
learning, is that it can learn from historical data and identify
patterns that indicate the presence of ransomware. Addition-
ally, machine learning algorithms can be trained to detect
new and unknown variants of ransomware, which is impor-
tant given the constantly evolving nature of this threat.
Tables 2 and 3 present a summary of the publications that
focus on using machine learning for ransomware detection.
This section presents a review of the literature on the detec-
tion of ransomware using machine learning. The review is
organized by the platforms that have been targeted by the
research, including desktop platforms, mobile platforms, and
other platforms such as IoT systems, SCADA systems, and
cloud platforms among others.

a: DESKTOP PLATFORMS
In order to curb the issue with static analysis, Chen et al. [42]
implemented dynamic analysis to derive a set of API call
flow graph (CFG) to build the feature vector space. They
have employed simple logistic among other data mining
algorithms for detecting malicious software from benign
software. Vinayakumar et al. [45] implemented two mod-
els namely, shallow and deep networks by leveraging API
invocations. Dynamic analysis of seven ransomware families
was performed to collect a set of API calls that were used as
features to the proposedmulti-layer perceptron (MLP). Hasan
and Rahman [47] proposed a hybrid ransomware detection
approach that combines both static and dynamic analysis. The
experiments covered samples from all recent ransomware
families including WannaCry. The results revealed that the
proposed hybrid approach can detect ransomware with higher
accuracy results. Baek et al. [48] proposed a new set of
lightweight behavioral functions for ransomware override
patterns. In fact, the function relies on monitoring block
I/O request headers, not only payloads. For complete and
instant recovery, the authors also utilized SSD’s delayed erase
feature, which is unique to NAND flash. They implemented
a working prototype called SSD-Insider. In the experiment,
which contains around ten real and in-house ransomware
programs, the authors found that SSD-Insider detects and
recovers ransomware within seconds. Cohen and Nissim [50]
proposed a trusted ransomware detection methodology for
virtual servers in organizational private clouds. The authors
showed that their approach can detect anomalous virtual
machine states, in addition to known and unknown ran-
somware. They also showed that the latter can detect a new
malware type, called RAT, known to attack virtual machines
of organizations. Takeuchi et al. [52] employ supervised
learning and train the model using a set of API calls to detect
unseen ransomware samples. Dynamic analysis is performed
to extract the features from the malicious execution logs.

Al-rimy et al. [53] introduced a new model for early
detection that overcomes the problem of not having com-
plete data available. It is based on two new techniques,
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TABLE 2. Summary of Machine Learning-based Ransomware Detection Contributions.

namely, incremental bagging, and enhanced semi-random
subspace selection, incorporated into a detection model, that
is ensemble-based. The results showed that the proposed
techniques can achieve better accuracy results in comparison
to other approaches. PhAttApp, a phishing-detecting app,
was suggested by Lam and Kettani [57]. By providing a
variety of capabilities to identify and stop ransomware trans-
mission through phishing channels, this program lowers the
chance of ransomware infection. The tool leverages header
information to extract insights and take action accordingly.
Poudyal et al. [59] proposed a framework that employed

Natural Language Processing(NLP), machine learning tech-
niques, and reverse engineering to classify executable files.
Static analysis of the samples and N-gram and TF-IDF gen-
erated the feature vector. For faster processing of the large
feature set, Apache Spark was used. Kok et al. [10] suggested
a pre-encryption detection method (PEDA) with two phases.
Their contribution mainly covered the first one, which is
based on an untrustworthy program’s Windows application
programming interface (API) that would be recorded and
subjected to the learning algorithm’s analysis. Furthermore,
this phase leverage API pattern recognition that allows the
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TABLE 3. Contd. Summary of Machine Learning-based Ransomware Detection Contributions.

learning algorithm to assess whether the suspicious program
was crypto-ransomware or not. Zuhair and Selamat [60] have
presented a real-time detection system for Windows-based
systems. Their system implements a hybrid algorithm which
is a combination of two machine learning algorithms, namely
Naíve Bayes and Decision Tree, to detect zero-day ran-
somware variants. Agrawal et al. [62] incorporated Attended
Recent Inputs (ARI) by integrating attention in learning from
malware sequences. The authors spotted repeating patterns
possibly representing repeated encryption and proposed an
LSTM variation of ARI that leverages these patterns to
detect ransomware. Azman et al. [84] presented a framework
using registry data as features and various machine learning
algorithms such as SVM, Decision Tree, Random Forest,
JRIP, and Naive Bayes for classification. Experiments using
these algorithms are conducted on registry data affected by
ransomware. Bae et al. [64] suggested a new ransomware
detection approach that not only distinguishes between mali-
cious software and benign files but also between ransomware
and malware. The authors proved the effectiveness of their
approach through extensive experiments. Qin et al. [66] pre-
sented a dynamic ransomware detectionmethod that analyzes
API calls of unknown executables to assess whether these
files are malicious or not. This is achieved through the uti-
lization of a text classification pooling layer from TextCNN
and chunk-based max-pooling.Dynamic Ransomware Detec-
tor based on identifying whether an API call sequence can be

regarded as a sentence in the language or not. This is based
on using the text classification pooling layer of TextCNN
and chunk-based max-pooling. The authors do not clarify
the correlation between API calling sequence and ransom
behavior, which might be a main factor in the accuracy of
the detection process.

Kok et al. [33] intended to evaluate various learning algo-
rithms that are adopted in ransomware detection, Authors
proposed a set of conventional metrics and unconventional
metrics for this purpose. Six new metrics were proposed
for this purpose. The authors also proposed the use of
various indices in order to compare different learning algo-
rithms. Hwang et al. [67] built a two-stage mixed ran-
somware detection model based on Markov and Random
Forest models. The approach focuses initially on Win-
dows API call sequence patterns and leverages the Markov
model to extract ransomware characteristics. The proposed
mixed detection model can achieve high accuracy with low
errors.

Homayoun et al. [68] proposed a method to collect activity
logs for various types of ransomware. Then, they suggested
a technique utilizing Sequential Pattern Mining to uncover
Maximal Frequent Patterns (MFP) from the recorded activi-
ties across diverse ransomware families. These MFPs serve
as potential features for classification through the use of
various machine learning algorithms. Based on the identi-
fied distinctive frequent patterns within different ransomware
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families, authors were able to identify and detect ransomware
in the dataset with high accuracy. The work is not validated
with other types of ransomware that are not from the col-
lected set. Motivated by the simplicity of static malware
analytics, Khammas [69] proposed an approach for detecting
ransomware. In fact, the technique was based on extracting
features from raw bytes via data mining (e.g., frequent pattern
mining). Similarly, Zhang et al. [16] claimed to be the first
who classified ransomware through a self-attention system
on opcode sequences. In fact, they detect fingerprinting ran-
somware using a static analysis framework using deep learn-
ing with N-gram opcodes. Jahromi et al. [87] developed a
modified version of the Extreme Learning Machine (ELM)
which performs faster and is simpler than Long Short Term
Memory (LSTM) and Convolutional Neural Network (CNN)
methods. This two-hidden-layered model uses the dependen-
cies between malware sequence elements. Al-Rimy et al. [71]
implements an annotated Term Frequency-Inverse Document
Frequency (aTF-IDF) method to extract relevant API calls
more reliably. Different ML models were employed includ-
ing linear regression, and support vector machines to detect
ransomware for Windows systems. Using dynamic analysis
to capture network logs, Moussaileb et al. [36] try to distin-
guish ransomware network traffic from that of benign traffic.
The authors have also evaluated the ransom note and the
encrypted file to determine the time of their detectionmethod.
Roy and Chen [72] developed DeepRan, a deep learning-
based ransomware detection system. Considerable volumes
of host logs are collected from bare metal servers and fed to
a bi-directional Long Short Term Memory (LSTM) in order
to provide early detection for ransomware activity. During
behavior analysis of ransomware samples, Ayub et al. [73]
extracted discriminating IPR logs. An artificial neural net-
work was built and fed these features to derive meaningful
patterns in the logs. Khan et al. [15] proposed DNAact-Ran,
a detection model that uses machine learning approaches
to classify samples. A new feature set of ‘‘genome rules’’
based on DNA sequences is presented for high-reliability
detection.

Manavi and Hamzeh [74] introduced a new technique
for detecting ransomware which, unlike previously known
approaches, can be used without running the given pro-
gram. Instead, it extracts features from the PE headers of
the executable files. Their technique is based on using Con-
volutional Neural Networks for classification and is shown
to be 93.33% accurate. Ahmed et al. [75] proposed a ran-
somware detection approach that uses supervised machine
learning techniques and is non-signature-based. They intro-
duced the so-called Enhanced Maximum-Relevance and
Minimum-Redundancy (EmRmR) filter method for under-
standing ransomware behavior with fewer call traces. They
showed that their approach is effective with high accuracy
and a low false-positive rate. Almousa et al. [77] designed
a new approach for ransomware detection based on Appli-
cation Programming Interface and Machine Learning. Their
study used dynamic analysis on the Windows platform and

sandbox analysis for sampling. Their results showed that
the proposed approach can be used with existing multi-
layer security solutions and 99.18% accuracy for Windows
platforms.

Nguyen and Lee [88] proposed a method for ransomware
detection by examining API calls extracted during dynamic
analysis of executables in a virtual environment. ML is
used for training, detecting, and classifying normal software
as well as different types of ransomware. Hsu et al. [90]
presented a detection tool that focuses on analyzing files
rather than executable programs. They analyzed 22 for-
mats of encrypted files and using Support Vector Machine
extracted detailed features to tell whether a file is encrypted
or not. Aljubory and Khammas [92] employed machine
learning algorithms to classify and detect ransomware fam-
ilies. Static analysis was used to extract the raw bytes and
build the feature space. Irrelevant features were removed
using the gain ratio technique. Ahmed et al. [96] designed
a new ransomware detection tool, called, Peeler. The lat-
ter monitors the kernel events of a given system and
detects ransomware attacking the system. Their experiments
included 43 ransomware families and showed 99% detec-
tion with 0.58% false-positive rate. Kok et al. [32] proposed
a so-called Pre-encryption Detection Algorithm (PEDA)
that can detect malware that locks files using encryption
algorithms, known as crypto-ransomware. PEDA offers two
levels of detection. The first is a detection before the
activation of the ransomware, using signature comparison
with known crypto-ransomware. The second is the detection
of crypto-ransomware based on a pre-encryption Applica-
tion Program Interface (API), using a learning algorithm.
Molina et al. [78] designed a novel approach for ransomware
classification that makes use of so-called paranoia activi-
ties, a series of API calls executed by ransomware to find
a suitable execution environment. The authors fingerprinted
the paranoia activities associated with more than 3K sam-
ples of recent and well-known ransomware families. Fur-
thermore, they showed that their approach can produce a
94.92% classification accuracy. Singh et al. [81] proposed a
detection method based on the examination of access privi-
leges in the process memory. By utilizing process memory,
the key functions of ransomware are more accurately and
easily detected. Ahmed et al. [82] developed a new tech-
nique for early ransomware detection, referred to asWeighted
minimumRedundancymaximumRelevance (WmRmR). The
latter is capable of assessing important features from the
relevant sets. Their experiments showed that WmRmR is
effective for early detection with a low false-positive rate and
complexity.

Figure 8 illustrates the different platforms utilized in the
125 literature studies for ransomware detection that we have
considered. Given that the Windows OS is the primary target
of ransomware attacks, the majority of the publications in the
field of malware detection have focused on this platform. The
‘others’ category encompasses a range of platforms such as
Cloud, IoT, SCADA, etc.
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FIGURE 8. Platform Distribution in Literature Studies.

b: MOBILE PLATFORMS
Gharib and Ghorbani [41] proposed a detection framework
composed of two layers, a dynamic analysis layer, and a static
analysis layer. The authors showed that the latter can detect
ransomware in the initial stages before infection occurs,
with a high precision rate and a 1.5% false negative rate.
Maiorca et al. [35] proposed R-PackDroid, which is a sys-
tem dedicated to detecting Android ransomware via machine
learning. In fact, this system leverages API packages to
achieve its goal with high accuracy. A ransomware detec-
tor for mobile devices, called Greateatlon, was proposed
by Zheng et al. [44]. The system uses static analysis to
detect malicious use of APIs that are called by ransomware
for encryption. In order to investigate mobile-based ran-
somware, Alsoghyer and Almomani [58] shed the light on
both static and dynamic analysis of ransomware detection.
In particular, an API-based ransomware detection system
(API-RDS) was proposed for inferring android applications
and corresponding ransomware families. Faris et al. [85]
proposed an Android ransomware detection framework using
a combination of metaheuristic and machine learning meth-
ods. Raw API call sequences and permissions are used
to capture ransomware patterns and build the framework.
Abdullah et al. [86] performed dynamic analysis to cap-
ture the system calls. These features were fed to Random
Forest among other machine learning algorithms to detect
and classify the samples. Almomani et al. [76] introduced
a new detection approach for Android ransomware, based
on machine learning techniques. Their study was made on
Android Version 11, API level 30, and used a number of pre-
dictive models for Android ransomware. The results showed
98.3% accuracy even after reducing 26% of the features.

Almomani et al. [94] proposed a detection model for the
Android platform based on machine learning. Ransomware
samples were decompiled and a collection of features were
extracted. A variety of oversampling algorithms were applied
to the imbalanced dataset.

c: OTHER PLATFORMS
A novel ransomware detection model was presented by
Al-Hawareh et al. [40] for IIoT systems. The model uti-
lizes a deep learning approach along with Asynchronous
Peer-to-Peer Federated Learning (AP2PFL) to provide high

efficiency in detection. Chadha and Kumar [43] implemented
a model that focused on discovering domains used by ran-
somware. Specifically, their system predicted the domains
by using a real data set containing 131 malicious domains
distributed into four groups. Cusack et al. [46] developed a
new tool, called, programmable forwarding engines (PFEs)
that can collect per-packets and monitor network data at
high rates. The latter is based on using random forests and
binary classifiers. Their results show that the flow-based
fingerprinting method used can be accurate enough to detect
ransomware before encryption. Mehnaz et al. [49] proposed a
real-time ransomware detection mechanism based on deploy-
ing decoy techniques, where the running processes and the
file system are monitored for malicious activities, and then
benign file changes are identified and stopped from being
flagged through the learning of users’ encryption behavior.
Azmoodeh et al. [51] proposed a unique approach of using
power consumption levels as a feature to detect malicious
software for Android phones. By monitoring the patterns of
energy consumption, their system was able to detect crypto-
ransomware families. Naik et al. [54] designed a new detec-
tion approach based on fuzzy hashing. The latter is used to
cluster the so-calledWannaCry or WannaCrypto ransomware
using three fuzzy hashing methods, known as SSDEEP,
SDHASH, and mvHASH-B. To detect ransomware, Lee
et al. [55] used entropy techniques to measure the homo-
geneity of encrypted files. The authors leveraged machine
learning and entropy analysis to classify infected files. Even
if the user’s system is infected with ransomware, the proposed
technique can restore the original files from backups by
inferring ransomware-infected files that have been synced to
the backup. The analysis results confirmed that the proposed
method provides a high detection rate with low error rates
compared to existing detection methods.

Zhang et al. [56] proposed a ransomware classification
model. Initially, N-gram sequences are created using ran-
somware sample opcode sequences. After that, each N-
frequency-inverse gram’s document is determined in order
to identify feature N-grams that demonstrate more accurate
family classification. Last but not least, the authors used five
machine-learning techniques to classify ransomware using
the results of the first step. To validate the model, six eval-
uation criteria are used. Extensive tests were out on actual
datasets to show that the method can reach excellent accu-
racy. Poudyal et al. [61] have incorporated machine learning
and reverse engineering to effectively detect ransomware.
Their work focuses on analyzing and interpreting the mal-
ware code by performing multi-level analysis. Features such
as raw binaries, function calls, and assembly codes were
extracted and supervised machine-learning algorithms were
employed to identify the samples. Alam et al. [63] pro-
vided an extended two-step unsupervised detection frame-
work called RATAFIA. The model leverages a Fast Fourier
Transform and a Deep Neural Network architecture to create
a ransomware detection method. The suggested approach
operates independently of the OS kernel. Furthermore, the

VOLUME 11, 2023 40709



S. Razaulla et al.: Age of Ransomware: A Survey on the Evolution, Taxonomy, and Research Directions

authors presented a specific detection module for accurately
detecting benign disk encryption processes that share traits
with criminal ransomware programs but serve a distinct
purpose.

Alqahtani et al. [65] proposed a framework that is intended
for early detection of ransomware. The proposed model is not
implemented but rather outlines the framework of the attack
phase prior to encryption, taking into account the temporal
relationship between IRPs and APIs, The model is presented
as a high-level architecture with implementation or validation
through simulation. Mary et al. [70] proposed a gradient tree
boosting algorithm in order to classify a sample as malware,
ransomware or benign. The proposed method performs static
analysis of the samples and extracts features which are then
fed to the ML algorithm. Basnet et al. [89] proposed a frame-
work to simulate ransomware attacks in SCADA systems
illustrated on electric vehicle supply equipment. The authors
created a dataset of ransomware and the benign samples in
the simulated environment, and then significant features are
extracted to build a dataset for training and validation using
the deep learning method. Almousa et al. [91] leveraged
machine learning techniques on TCPmalware network traffic
to detect and classify ransomware families. The authors used
several algorithms such as J48 decision tree and random
forest to achieve their goals.

Poudyal et al. [30] developed a hybrid model powered
by Artificial Intelligence. This model used several features
such as function calls, assembly, and dynamic link library
to overcome recent challenges in ransomware detection.
A Redundancy Coefficient Gradual Upweighting (RCGU)
method was put forth by Al-rimy et al. [95] to improve
feature selection for crypto-ransomware detection. With this
approach, the weight of the redundancy term rises proportion-
ately to the number of characteristics that have already been
chosen. A better approximation was obtained by combining
the technique with additional mutual information methods.
In comparison to other similar study efforts, the accuracy was
also higher. Taylor et al. [37] introduced a new ransomware
detection tool that uses data streams from onboard sensors to
detect the start of an infection. These streams are commonly
used to analyze the state ofmodern computing systems. There
were two test systems used, one with a relatively low amount
of sensor data accessible and the other with a comparatively
significant amount. Berrueta et al. [79] introduced a detection
approach based on file-sharing traffic analysis that can detect
and stop crypto-ransomware activity. The latter uses machine
learning techniques to monitor traffic between clients and file
servers. Not only does it work with clear text protocols but is
designed for encrypted file-sharing protocols too. Prachi and
Kumar [80] presented another approach for virtual servers
in organizational private clouds. The latter can extract file
system, RAM, and network features after the execution of
malicious and benign samples, by using machine learning
and feature selection techniques. The authors showed that
their approach can be an effective tool for detecting infec-
tion in organizational virtual machines. Zhang et al. [31]

built a model called PreD for binary classification based
on Convolutional Neural Networks. In order to improve the
performance of their model, a transfer learning mechanism
was employed. In their dissertation, Li and Trajkovic [83]
proposed new algorithms, based on Broad Learning Sys-
tem, both with and without incremental learning, to classify
ransomware and other types of attacks. The authors used
a number of machine learning models to detect the mali-
cious behavior of network users. He developed a so-called
BGPGuard tool that integrates various stages of the anomaly
detection procedure.

FIGURE 9. Traditional ML vs DL Approaches Used in Literature Studies.

Figure 9 illustrates the distribution of different machine
learning and deep learning techniques, represented as
percentages.

2) NON-MACHINE LEARNING-BASED DETECTION
Recent research in the field of cybersecurity has focused
on developing effective methods for detecting ransomware
attacks. One approach that has gained traction is the use
of decoy-based techniques, which involve creating ‘‘hon-
eypot’’ systems that mimic the characteristics of valuable
network resources in order to lure in and detect ransomware
attacks. Another approach that has been explored is the use
of Software-Defined Networking (SDN) to monitor network
traffic and identify malicious activity. Additionally, some
researchers have proposed using rule-based methods, which
rely on predefined rules or signature patterns to detect known
ransomware strains. In this section, we discuss research con-
tributions based on these approaches. Table 4 presents an
overview of the non-machine learning-based research efforts
aimed at detecting ransomware.

Ahmadian et al. [97] proposed a comprehensive ran-
somware survey. They also uncovered a method to identify
resistant ransomware and stop them from encrypting victims’
data based on this taxonomy and a crucial characteristic they
found during the key exchange protocol phase in High Sur-
vivable Ransomware (HSR). Experimental analysis shows
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TABLE 4. Summary of Non-Machine Learning-based Ransomware Detection Contributions.

that the framework is capable of spotting variations of cur-
rent ransomware. Scaife et al. [101] presented CryptoDrop,
which is an early detection system that can notify against
ransomware activities. The system leveraged behavior indi-
cators to stop suspicious processes with low false positives.
Based on dynamic analysis, Kharaz et al. [38] presented
UNVEIL, a system dedicated to ransomware detection. The
detection is based on tampering files (e.g., desktop and/or
user files). The system generates an artificial user environ-
ment and identifies ransomware modifications on files. Fur-
thermore, the system tracks system changes and behavior for
changes. The detection is able to identify unknown (zero-day)
evasive ransomware that has not been previously reported.
ShieldFS was proposed by Continella et al. [93] as a defense
mechanism against ransomware threats. By keeping an eye
on file system activity and creating trustworthy profiles, the
system automatically defends against attacks. When a profile

behaves abnormally, its activities are flagged as malicious,
and any negative consequences it may have on the file system
are transparently undone. The system was developed using
an analysis of billions of I/O file system requests made by
good programs and gathered from good computers over the
course of a month. ShieldFS was examined in actual opera-
tions, tested against differentmalware (ransomware) families,
and shown to be effective in spotting threats and efficiently
recovering files.

Moore [102] proposed a honeypot-based ransomware
detection model for Windows networks. By placing decoy
files across the network, the model is able to detect activity on
these files and send email alerts to users. Hernádez et al. [34]
proposed a decoy-based detection and prevention system.
By deploying a set of honey files across the user environment,
the system blocks the process that tries to read these decoy
files. In addition, the system automatically begins corrective
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steps to stop the infection. Zahra and Shah [103] employ a
black listing of Command and Control servers by monitoring
the network traffic generated by ransomware. The proposed
model is able to detect Cryptowall ransomware attacks in IoT
environments. A model for ransomware security for Android
devices was proposed by Alzahrani et al. [104]. Their system,
RanDroid, analyzes the image textural strings and other infor-
mation from the app and compares it to a set of predefined
information stored in a database. This database is built using
information extracted from known variants of ransomware.
A set threshold is used to decide whether an app is malicious
or not. Min et al. [105] proposed Amoeba, an SSD system
that supports automated backup, to fight against ransomware
attacks. The system is equipped with a hardware accelera-
tor that can detect the infection of pages through a prompt
backup control mechanism. The purpose is to minimize space
overhead for original data backup. Microsoft SSD Simula-
tion has been used for evaluation and real block-level traces
are used from dynamic analysis. The system outperformed
FlashGuard, another system that supports data backup within
the device.

Morato et al. [106] employ a network prober to passively
monitor the traffic generated by 19 ransomware families.
The model focuses on early detection and less than 10 files
are lost before the model detects the ransomware activities.
The authors were able to recover these lost files from the
data monitored by the prober. Cabaj et al. [107] presented
a detection method based on Software-Defined Networking
(SDN) for Windows machines. The method monitors the
network traffic between two crypto-ransomware variants,
CryptoWall and Locky, and extracts relevant HTTP mes-
sage sequences as the deciding features. Subedi et al. [108]
employed both static and dynamic analysis of the malware
executable to derive static and run-time behavioral features.
The model called CRSTATIC uses reverse engineering to
extract signatures of the binary. The work proposed by Salehi
et al. [109] focuses on detecting bots and DGA-based ran-
somware. The authors have utilized behavioral features and
calculated the metrics namely, the generation frequency of
different domains and the repetition of a particular domain
in a given time period. Chen et al. [110] focused on pro-
viding ransomware security for Android devices. By collect-
ing a large dataset that covers the majority of ransomware
families for Android, their proposed system, RansomProber,
was able to detect malicious apps with allowable run-time
performance and high accuracy. Junaid et al. [111] proposed
StateDroid, a two-layer finite state machine model (FSM)
to represent the sneaky Android app attacks as state tran-
sitions. Jung and Won [98] monitor the read/write activity
of ransomware samples and backup files that have a large
read/write operation. The context-aware detectionmodel uses
entropy information in order to identify abnormal file activity.
Almashhandani et al. [100] considered the dynamic analysis
of Locky ransomware. An intrusion detection system was
developed based on the extracted network traffic features in
order to detect the crypto-ransomware family. The authors

demonstrate how network traffic can be used for early ran-
somware detection.

Singh et al. [112] developed a detection mechanism based
on a set of features such as dynamic link libraries, API
calls, registry, and entropy of files. The authors further
presented how this context-aware detection method can
be integrated into digital forensics for ransomware mitiga-
tion and prevention. Almashhadani et al. [100] proposed
a network-based intrusion detection system that can effec-
tively track ransomware network activities with high accu-
racy and a low false positive rate. The authors used, as a
case study, the so-called Locky, one of the most dan-
gerous families of crypto-ransomware. Naik et al. [113]
analyzed malware in its early stages and compared it
to known malware using fuzzy hashing, YARA rules,
and import hashing. The authors showed that the YARA
rules with fuzzy hashing can yield improved assessment
results, irrespective of the malware type. By examining
resource utilization, persistence, lateral movement, and user
files, the finite state machine-based model implemented by
Ramesh and Menen [114] is able to detect different vari-
ants of ransomware. Chakkaravarthy et al. [99] developed
an Intrusion Detection Honeypot (IDH) for ransomware
detection that deploys the so-called Social Leopard Algo-
rithm to give early warnings in the presence of suspicious
files. Their experiments showed that IDH outperforms pre-
viously known ransomware detection models in terms of
detection time and accuracy. Wang et al. [115] examined
the traits of cryptographic ransomware. They suggested a
decoy-based file protection technique against ransomware.
They created and deployed KRProtector to identify ran-
somware and protect files based on decoys in order to meet
the requirement for file protection on devices without roots.
Gómez-Hernández et al. [116] introduced and extended
R-Locker. The tool is built on a honey file-based strategy,
in which trap files are dispersed around the target file system
to help detect and prevent ransomware promptly. The tool was
expanded by the authors in different ways. R-Locker is first
ported to Windows platforms, where there are unique pecu-
liarities in FIFO handling. Second, to maximize protection,
the honey files’ overall management surrounding the target
disk has been upgraded. Finally, using the dynamic white
and black lists dataset, suspected malware is near-real-time
blocked. The new version of R-Locker exhibited remarkable
effectiveness and efficiency in combating ransomware.
Summary of findings in Section IV-A:
The detection studies can be broadly classified as those

that focused on detection usingML approaches and those that
did not employ ML algorithms. In this section, we conclude
our findings of the research work on ransomware detection.
We can draw the following insights:

• Machine learning-based approaches were a clear choice
among researchers with over 70% using either tradi-
tional ML classifiers or DL techniques to detect ran-
somware. This is due to ML algorithms’ high accuracy
rate, efficiency as well as speed.
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TABLE 5. Summary of Ransomware Classification Contributions.

• Among the traditional ML classifiers that were used,
SVM and RF were the most preferred classifiers by
researchers. SVM works by finding the best bound-
ary, or hyperplane, to separate the data into differ-
ent classes. Random Forest, on the other hand, is an
ensemble learning method. SVM is particularly effec-
tive for ransomware analysis due to its ability to han-
dle high-dimensional and non-linearly separable feature
sets, while RF is robust to over-fitting, and is less likely
to be affected by outliers or noise in the data.

• Majority of the ransomware detection works were for
the Windows platform followed by Android reflecting
the fact that Windows OS is the most popular target of
ransomware attacks.

B. CLASSIFICATION
Ransomware classification involves identifying and catego-
rizing malware samples based on their characteristics and
behavior. This can be done by analyzing properties such
as code patterns, network communications, and system call
sequences, and comparing them to known malware families
to determine similarities and assign a classification. The use
of signatures, whether they are static or dynamic, can aid in
this process to help detect and prevent the spread of malware.
Table 5 provides a summary of the research contributions
focused on classifying and categorizing the various strains of
ransomware.

Maniath et al. [117] introduced an automated ransomware
detection technique, based on dynamic analysis. The lat-
ter extracts from the logs Application Programming Inter-
face (API) call to detect ransomware. The authors showed
that their approach can improve the automatic analy-
sis of ample malware samples. Wani and Revathi [122]
employed machine learning to classify ransomware samples
into different variants. The authors analyzed the behavioral

characteristics of 150 ransomware samples in order to
provide the classification. Daku et al. [118] employed
machine learning to classify ransomware samples into
different variants. The authors analyzed the behavioral char-
acteristics of 150 ransomware samples in order to pro-
vide the classification. Vinaykumar et al. [119] employed
a deep learning approach to classify ransomware-related
tweets to their respective families. Posts from social
media platforms are constantly monitored and the incident
response team is alerted about the spread of ransomware.
Homayoun et al. [120] proposed a new method for analyz-
ing ransomware, which they referred to as the Deep Ran-
somware Threat Hunting and Intelligence System (DRTHIS).
The latter is based on using convolutional neural net-
works, long short-term memory, and two deep learning
approaches. The authors showed that DRTHIS can achieve
an F-measure of 99.6% with a positive rate of 97.2%.
They also revealed how DRTHIS can detect unseen ran-
somware from a number of new ransomware families in a
reasonable amount of time. By employing semi-supervised
deep learning approaches, Sharmeen et al. [13] identified
deviating patterns in new ransomware variants. Behavioral
attributes of the samples are extracted and the proposed
deep learning approach is integrated with supervised learn-
ing to make the system robust. The model is also capa-
ble of detecting zero-day variants. Usharani et al. [121]
developed a ransomware classification method using a
machine learning algorithm achieving 98.45% accuracy and
a 0.01 false rate. The data, of crypto-ransomware type, was
collected and analyzed dynamically. The authors performed
comparisons to Linear Regression, Adaboost, and Naive
Bayes.
Summary of findings in Section IV-B:
This section discusses the classification process of catego-

rizing ransomware based on its characteristics and behavior.
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By exploring this section, we can draw the following key
conclusions:

• All the studies that dealt with the classification
of ransomware samples used machine learning-based
approaches. This is due the Machine learning’s ability
to automatically and efficiently analyze large amounts
of data and provides a scalable solution to the problem
of increasing malware variants and infection rates.

• There were two main categories of classification-Works
that classified a sample as either ransomware or benign
and those that classified a sample into different ran-
somware variants and/or families.

• Finally, all the classification studies have also aimed
to detect ransomware. Ransomware detection and ran-
somware classification are two distinct but related
processes in that detection provide the input for clas-
sification. Once ransomware is detected, it can be ana-
lyzed and classified to gain a deeper understanding of its
behavior and impact.

C. PREVENTION
Ransomware prevention involves a variety of techniques and
measures to protect networks, systems, and data from ran-
somware attacks. Table 4 offers a summary of the research
contributions focused on preventing ransomware attacks pre-
sented in various publications and studies. In this section,
we delve into various prevention techniques proposed by
literature studies. Table 6 presents a summary of the publi-
cations that focus on ransomware prevention.

Song et al. [125] proposed a prevention method for
Android devices. Using statistical methods, the system mon-
itors features such as I/O rates, memory consumption, and
processor usage in order to detect any process with unusual
behaviors. If such processes are detected, the system removes
the associated program from the machine. Lee et al. [127]
designed a real-time prevention framework based on detec-
tion in cloud analysis and abnormal behavior analysis. The
latter gathers information from devices as well as logs and
analyzes them using a cloud system, hence minimizing early
intrusions. Kharraz andKirda [124] proposed a dynamic anal-
ysis model for ransomware detection. The method is based
on observing and interacting with a user’s files or desktop.
The system detects when the ransomware first interacts with
user data and tracks changes to the system’s desktop. These
patterns are used to identify ransomware-like activities. The
authors applied the system to the new ransomware family.
Kim et al. [130] proposed an outline of a ransomware detec-
tion model based on the random number generated by the
user’s OS. Themodel is designed towork for ransomware that
uses the CryptGenRandom() to generate the random number
and the encryption key is recovered after an infection occurs.
Ami et al. [128] proposed a system, Antibiotics, that provides
ransomware prevention by imposing a file-access control pol-
icy. This system prevents malicious software from modifying
and deleting user files by providing biometric authentication
and schemes such as CAPTCHA to determine if a user is

human or not. Shaukat and Ribeiro [123] designed a layered
defense system called RansomWall for crypto-ransomware
families. It employs hybrid analysis to generate a set of
features that is characteristic/typical of ransomware actions.
If a process is tagged as suspicious by the system, all files
modified by this process are backed up. Lee et al. [19] focused
on the backup of the encryption keys in a safe repository.
Such a technique enables the systems or files infected by
ransomware to be easily recovered thereby ensuring protec-
tion against malicious attacks. Lee et al. [126] applied the
concept of moving target defense (MTD) by which the user
files can be protected even if attackers constantly change
their encryption tactics. The authors have demonstrated that
by randomly and endlessly changing the extensions of files,
the proposed system can successfully provide ransomware
protection.

Because malware can easily identify virtual and analysis
environments, Zhang et al. [39] used a deception technique
to enhance the analysis of malware by building a more
secure (less weak against environment detection) system.
In order to achieve this goal, the authors proposed Scare-
crow, a lightweight deception engine that successfully deac-
tivates samples of evasive malware. AlSabeh et al. [129]
analyzed certain actions that ransomware takes in order to
detect its execution surroundings. The proposed approach is
able to detect if a process is trying to detect its environ-
ment by intercepting the Windows API calls. Finally, the
approach aborts any such process and prevents an attack.
Wani and Revathi [122] focused on ransomware-threatening
IoT. In fact, they presented a detection model for IoT
ransomware attacks. The proposed solution proposes uti-
lizes Software Defined Network (SDN) gateway to closely
monitor incoming traffic within IoT systems. Furthermore,
it detects and mitigates IoT ransomware with policies in the
SDN controller.
Summary of findings in Section IV-C:
In this section we discussed the contributions that included

enforcing file access policy, backing up encryption keys, and
the application of Moving Target Defense (MTD) among
others. Some of the insights that can be drawn from the
research on ransomware prevention include:

• Majority of the contributions focused on preventive
ransomware solutions for Windows operating systems.
Historically, Windows has been the most targeted oper-
ating system due to its widespread usage and popularity.
Windows is used on over a billion personal computers
and is the dominant operating system in businesses and
organizations, making it a prime target for attackers
looking to exploit a large number of systems. Addition-
ally, Windows is known to have had vulnerabilities in
the past, and it can be more difficult to secure due to its
complexity and the sheer volume of software that runs
on it.

• More focus was placed on performing dynamic anal-
ysis as this type of analysis can determine the impact
of malware and inform more effective prevention
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TABLE 6. Summary of Ransomware Prevention Contributions.

strategies, such as validating security solutions, identi-
fying potential threats, and improving incident response
plans.

D. MITIGATION
In recent years, researchers have been working to develop
effective methods for mitigating the impact of ransomware
attacks. One approach that has been proposed is the use of
key-escrow, which involves storing a copy of the encryption
keys used by ransomware in a secure location. This allows
organizations to recover their data in the event of an attack,
without having to pay the ransom. Another popular approach
is the use of Software-Defined Networking (SDN) to detect
and block malicious traffic at the network level. Addition-
ally, some researchers have proposed using forensic-based
methods, which involve collecting and analyzing data from
infected systems to identify the cause of the attack and to
track the attackers. Another approach is the use of sensor-
based methods, which involves deploying various types of
sensors to detect the presence of ransomware on a net-
work and to generate alerts in real-time. Table 7 summarizes
the research efforts aimed at mitigating the impact of ran-
somware, as presented in various publications.

Cabaj andMazurczyk [134] presented twomitigationmod-
els. The proposed systemfirst monitors the network traffic for
any suspicious activities and then provides real-time mitiga-
tion by blocking off the infected hosts using control rules.
Kolodenker et al. [132] proposed Paybreak, which fights
ransomware by keeping by holding encryption keys in escrow
and allowing victims to restore encrypted files without paying
the ransom. Monge et al. [137] stressed on monitoring the

environment without the involvement of a human operator.
Their model is based on a self-organizing network framework
and involves mitigation against crypto-ransomware families
that contact suspicious C&C servers for encryption keys.
Aidan et al. [133] introduced a new and enhanced version of
the Petya ransomware along with two mitigation strategies
to defend against it. The multi-layered security approach is
expected to reduce the rate of successful ransomware attacks
as cybercriminals continue to improve their attack methods.

Maimó et al. [138] highlighted the importance of ran-
somware security in Integrated Clinical Environments (ICE).
Their proposed solution employs an SDN framework along
with Network Function Virtualization (NFV) to mitigate
the propagation by replacing and isolating infected sys-
tems. Another work that provided ransomware mitigation
using software-defined networking was the one proposed
by Akbanov et al. [136]. The model is capable of blocking
infected hosts in real-time by monitoring network traffic for
suspicious file activities. The authors considered the Wan-
naCry sample for the evaluation of the model. Consider-
able static and dynamic analysis of ExPetr ransomware was
conducted by Rouka et al. [135]. Their SDN-based system
focused on three areas for mitigation namely, port blocking,
HTTP packet inspection, and examination of SMBmessages.
Davies et al. [139] utilized live forensics tools to examine
the memory captured from a ransomware-infected system.
The goal was to decrypt the files encrypted by NotPetya, Bad
Rabbit, and Phobos ransomware using the keys found in the
examined memory. A data-centric mitigation and detection
technique was proposed by Faghihi and Zulkernine [131] to
defend against crypto-ransomware attacks for smartphones.
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TABLE 7. Summary of Ransomware Mitigation Contributions.

The model, called Ransomcare, performs real-time secu-
rity through hybrid analysis of the samples and recovery
of lost files through backups. Umar et al. [140] focused
on mitigating ransomware attacks on cloud networks. This
approach statically and dynamically analyzes the Sodinok-
ibi ransomware and suppresses TCP access on the infected
networks.
Summary of findings in Section IV-D:
In the mitigation section, we covered key contributions

including the use of key escrow techniques, the employ-
ment of software-defined networking to block malicious traf-
fic, and performing forensic analysis of infected systems.
By reviewing Section IV-D, we can summarize the following
conclusions:

• Majority of the mitigation papers proposed approaches
using Software-defined Networks (SDN) as SDN
improves malware mitigation through centralized net-
work management and increased visibility into network
activity.

• All the studies performed a dynamic analysis of the
ransomware samples to extract behavioral features.

• Network traffic characteristics were gathered and rele-
vant featureswere extracted by themajority of the papers
as it provides valuable information about the presence
and spread of malware, helps organizations determine
the origin and scope of an outbreak, and enable security
teams to prevent malware from entering the network.

E. PREDICTION
Ransomware prediction refers to the ability to detect the
potential occurrence of a ransomware attack before it
happens. This can allow organizations to take proactive

measures to protect themselves and minimize the potential
impact of the attack. Machine learning-based methods have
been proposed for predicting ransomware attacks. These
methods involve using algorithms such as artificial neural net-
works, decision trees, and support vector machines to analyze
data from various sources and detect patterns that may indi-
cate an impending ransomware attack. By training these algo-
rithms on historical data, researchers aim to develop models
that can accurately identify the signs of a ransomware attack
in real-time. Table 8 provides a summary of the research
contributions directed towards predicting ransomware attacks
presented in various publications and studies.

Quinkert et al. [146] proposed a model to predict
whether a newly registered domain is going to be used in
a ransomware attack. The model utilized two supervised
machine learning classifiers that use different feature sets
from the same training dataset. The time series forecasting
method is employed to predict future ransomware activities.
Rhode et al. [143] examined the feasibility of determining
if an executable is harmful by analyzing a small segment
of its behavioral data. The authors used a combination of
recurrent neural networks that allowed for accurate predic-
tion of maliciousness within the initial 5 seconds of execu-
tion. Adamu and Awan [147] used machine learning tech-
niques to detect ransomware. They used selected attributes
in their dataset to predict attacks. Support Vector Machine
has been found to be more efficient when compared with
other machine learning classifiers. Chang et al. [145] imple-
mented a prediction system that adopts a k-nearest neighbor
algorithm to detect and predict ransomware network traffic.
By employing a static analysis approach, the systemmonitors
unknown IP traffic that is an indication of malicious activity.
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TABLE 8. Summary of Ransomware Prediction Contributions.

Akcora et al. [142] presented a new approach that utilizes
the latest advancements in Topological Data Analysis (TDA)
to effectively and easily predict potential new ransomware
transactions within a specific family. The proposed method
only requires a minimal amount of historical transaction data.
Mathane and Lakshmi [141] proposed a solution for predict-
ing ransomware attacks in industrial IoT systems. The model
which is based on context awareness employs SVM to make
early predictions of an attack. Xu [144] utilize a vast amount
of features from Bitcoin transactions. The authors conducted
descriptive statistical analysis and utilized machine learning
models to construct a prediction model for identifying and
classifying ransomware families, with the goal of preventing
financial loss from ransomware attacks.
Summary of findings in Section IV-E: In the last section of

ransomware prediction, we have discussed crucial contribu-
tions such as the time series forecasting method, topological
data analysis, and statistical analysis of bitcoin transactions.
Based on the information discussed in Section IV-E, we can
summarize the following key points:

• Most researchers preferred machine learning-based
approaches for predicting ransomware, with 86% of the
studies using machine learning algorithms.

• An equal number of studies utilized both static and
dynamic analysis techniques.

• Traditional machine learning classifiers were the pre-
ferred choice for ransomware prediction systems com-
pared to using neural networks. This could be due to
several reasons. Traditionalmachine learning algorithms
are computationallymore efficient than neural networks,
which is important for resource-limited scenarios or
real-time predictions. Neural networks often require
large amounts of data to train effectively, while tradi-
tional machine learning algorithms can work well with
smaller datasets.

V. DISCUSSION
According to our readings, we have chosen the below topics
for discussion. The first part includes a discussion on the trend
of malware and the lack of cutting-edge research. The second

elaborates on adversarial machine learning attacks. The aim
of this section is to highlight some findings and interpret
them. This could be a great guideline for researchers and an
opportunity for ransomware future works.

• Malware Trends and the lack of cutting-edge
research: In our survey, we have identified several
research trends. In fact, we have noticed that the major-
ity of research contributions are heading toward the
detection of ransomware using machine-learning mod-
els (as per Section IV-A2). In addition, the majority
of these publications, which fall under the detection of
ransomware using machine learning, are more theoreti-
cal than practical. For instance, many authors proposed
models and approaches without inferring the detection
rate, which is considered critical for ransomware pre-
vention. Recall, no matter which detection technique
you leverage, it is useless to detect if the prevention,
which is based on this detection, occurs after the infec-
tion. Moreover, other researchers have not implemented
any approaches and just discussed proposals. Having
said that, we have identified a lack of cutting-edge
research contributions, which possess a high impact on
solving the ransomware problems. For instance, rather
than solely detecting malware, we foresee that build-
ing real-time protection capabilities such as in [101]
and identifying and preventing zero-day ransomware
could be a core solution to ransomware defense and
promising research directions. Another lack of research
found in our survey is the low number of contributions
that leveraged reverse engineering techniques on the top
ransomware in the past couple of years. For instance,
the ransomware Conti, Hive, Revil, Lockbit 3.0,
and Egregor are among the top ransomware that,
in regard to cost impact since 2020, have not been
thoroughly investigated. In our opinion, the complex-
ity of these malware is one reason why they are still
active for several years and have not been scrutinized
thoroughly. In a nutshell, the majority of the identified
techniques fall under the machine learning detection of
ransomware and have aweak impact on the effectiveness
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of their approach in preventing ransomware in general
and zero-day (unknown) threats in particular. Although
prevention of zero-day attacks will remain one of the
most challenging tasks for security professionals and the
widespread use of smart and Internet of Things (IoT)
devices has made it increasingly challenging for security
experts to effectively guard against the threats posed by
ransomware, there are still critical research directions
for improving ransomware defense solutions.

• Adversarial machine learning and future research
directions: While Adversarial Machine Learning
(AML) refers to the attacks that manipulate the
decision-making process of machine learning models
by feeding them misleading input, it also refers to a
sub-field of AI that focuses on the design of machine
learning models that can defend against these malicious
attacks and the ways in which these models can be
made robust against such attacks. There are two primary
types of Adversarial ML attacks namely, evasion and
poisoning attacks. Evasion attacksmodify the input data,
for example, by tweaking the code structure, or the
file attributes, and are able to make the model incor-
rectly classify the input data, thereby evading detection.
These types of attacks target a model that has already
been trained. Poisoning attacks, unlike evasion attacks,
manipulate the training dataset used to train the machine
learning model.
By designing robust models against adversarial attacks,
we can ensure that machine-learning systems are trust-
worthy and reliable, and can be safely used in critical
applications. We present some of the contributions that
defend against adversarial attacks on machine learn-
ing used for classifying malware and publications that
propose adversarial models to attack machine learning
classifiers. For instance, Chen et al. [148] present an eva-
sion attackmodel called EvnAttack, for a learning-based
classifier that uses Windows API calls features obtained
from PE files. To tackle the issue of evasion attacks,
the authors propose a secure-learning paradigm named
SecDefender. This approach includes classifier retrain-
ing and a security regularization term to improve the
system’s security against featuremanipulation by attack-
ers. Furthermore, Chen et al. [110] focus on the issue
of malware affecting the accuracy of machine learning
classifiers. To address this problem, the authors propose
a two-phase approach called KUAFUDET for detect-
ing mobile malware. This approach involves an offline
training phase to select features and an online detection
phase to utilize the trained classifier. The approach also
includes a self-adaptive learning scheme to continu-
ally improve accuracy by filtering false negatives and
feeding them back into the training phase. Moreover,
Kolosnjaji et al. [149] explored the susceptibility of deep
learning approaches for detecting malware. A gradient-
based attack method is introduced, which can fool a

deep network-based malware detection model by mak-
ing small modifications to specific bytes at the end of
each malware sample while still maintaining its harm-
ful functionality. Last but not least, Chen et al. [150]
proposed an approach for creating adversarial exam-
ples of Android malware to bypass current detection
models. The authors developed a tool that can auto-
matically generate these adversarial examples, which
can even fool machine learning-based detectors that
use semantic features. The method was tested on two
leading Android malware detection systems, Drebin and
MaMaDroid, and was shown to be effective. Based on
our research, we have noticed that these adversarial
machine-learning approaches are the only relevant con-
tributions in the field of malware. However, no research
contributions investigated this adversarial approach to
ransomware. As such, we believe that this niche of
research is still very young and we are expecting more
contributions in this field in the near future. Knowing
that ransomware remains a type of malware, the adop-
tion of the aforementioned adversarial machine-learning
approaches could be also successful against ransomware
defense.

• Concept drift inMachine Learning:Machine learning
is currently the most investigated and utilized research
technique for various topics in general and malware
detection in particular. However, an issue that is relevant
to machine learning models is concept drift. It is a
phenomenon in machine learning that occurs when the
statistical characteristics of the target variable, which
the model tries to predict, undergo changes over time.
As a result, the meaning of the past input data, on which
the model was initially trained, has significantly evolved
over time. Furthermore, it may no longer be relevant
to the new or current data thereby causing the model
to make inaccurate or poor predictions (e.g., unable to
classify or detect ransomware in a detection model).
This can have a particularly detrimental impact on
critical applications and infrastructures (e.g., finance
and healthcare, transportation, telecommunication, etc.).
Although there has been a rise in the focus on han-
dling concept drift, it still lacks in certain aspects. The
current state of research lacks a thorough examina-
tion of frameworks, benchmarks, and real-world data
streams in terms of severity of drift, occurrence time,
and regions affected by the drift. Regarding research
contributions, some works have explored topics such
as tracking drift in various malware families using the
feature type that drifts the least, classifying malware in
the presence of drift by leveraging conformal evalua-
tion to develop rejection strategies and improve security
detection pipelines, and designing a feature selection
architecture for ransomware detection to identify a set
of features that can improve the durability and effective-
ness of the machine learning model.
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While some research has explored concept drift, only
a handful have examined its implications for detecting
and mitigating ransomware. Given that ransomware’s
primary defense is protection rather than detection and
mitigation, we believe that this area requires greater
attention in the coming years. We encourage researchers
to explore the potential of dynamic machine learning
algorithms with drifting capabilities for real-time pro-
tection against ransomware.

VI. CONCLUSION
Technology has impacted every part of our life in the modern
world. Unfortunately, adversaries are misusing technology
to their own ends. Internet services have thus developed
into an accessible tool for attackers to generate destructive
actions like infecting victims’ computers, seizing control,
depleting resources, and stealing data. Today, one of the
top threats to security in large-scale organizations and gov-
ernments is ransomware, a special type of malware family,
designed to encrypt and lock victims’ machines for ransom.
In this comprehensive survey paper, we provide an overview
of ransomware, including its history and evolution, taxon-
omy, and state-of-the-art research. By tracing the origins
of ransomware and its evolution over time, this paper has
highlighted key milestones and major trends in the field. The
proposed taxonomy of ransomware has categorized various
types of ransomware based on their defense mechanisms,
characteristics, and behavior. Additionally, this paper has
reviewed a total of 125 research contributions which include
detection, prevention, mitigation, and prediction techniques.
We have found that the research papers that cover detec-
tion dominate the publications in this domain. In particular,
leveraging machine learning for the detection of ransomware
surpassed all other techniques. We have revealed several
classifications, such as prediction, that were unclassified in
similar surveys. Furthermore, we uncover future research
directions such as adversarial machine learning which has
never been used in ransomware research. Finally, we trust
that this survey will be a useful resource and guideline for
researchers and practitioners working in the field of ran-
somware and will inspire future research in this area. Despite
the significant progress made in the field, muchmore remains
to be explored in the realm of ransomware research.
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