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Motivation

• Software vulnerability
– Weaknesses in system design, implementation, or operation 

management that, if exploited, can lead to various attacks or can 
even cause the systems to crash

– Software vulnerabilities are being detected and released through 
the CVE database

• Vulnerability detection methods
– Reverse engineering

• Manually intensive, making it unfeasible, especially for mitigation of zero-day 
vulnerabilities

– Deep learning and machine learning
• Automated the process of identifying software flaws
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Related Work
• Vulnerability Detection on Assembly Code
• Instruction2Vec, (Lee et al., 2019)

• Word2vec for embedding
• Text-CNN to extract features

 Capture only the semantics of the binaries
 Function-level

• VDGraph2Vec, (Diwan et al., 2021)
• RoBERTa for embedding
• Message passing neural networks for capturing the control flow

• VulANalyzeR, (Li et al., 2022)
– RNN embedding and Graph convolutions
– Attention mechanism

 Structural and semantic representation learning
 Entire assembly code and function-level
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Problem

• AI-based binary vulnerability detection methods
– Not explainable

• Does not explain why a binary is vulnerable to reverse engineers
• If they rarely exist, the explanations are low-level and not abstract enough

– Does not consider Edge features
• Treat all jumps and calls equally
• Prevents the GNN from modeling the edge distributions correctly
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Objective

• Design and implement an XAI model for binary vulnerability 
detection
– Providing evidence and predictions for reverse engineers 
– Identifying vulnerable behaviors rather than solely focusing on 

features
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Contributions

• We provide explainability for vulnerability detection in terms of subgraph 
of the CFG based on a graph explanation model called PGExplainer 

– Uses block jumps and function calls as the edge distribution for the GCNN

• We use operand type frequency and TFIDF that provide a lightweight 
feature vector for detecting and explaining vulnerability.

• We augment operand type frequency and TFIDF with BERT for block 
embedding

• We evaluate explainability in terms of fidelity, provide a case study to 
analyze the extracted graph explanation, and validate it using expert 
knowledge
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Method of communication

• Input feature explanation
– Highly adaptable
– Limited to provide abstract explanations 

and control flow
• Rules

– Highest level of (global) explanations
– Complex when directly applied to 

assembly code
• Graph visualization

– Represent the structure and semantic 
information of assembly code

– More human understandable
– An intermediary for rule explanation

push              ebp
mov               ebp, esp
push              ecx

mov               [ebp+key], 1A9Ch
mov               eax, [ebp+msg]
push               eax
push               offset Format
call                 ds:printf
add                 esp, 8
mov               [ebp+msg], 1
cmp               [ebp+msg], 0
jz                     short loc_40103E

Assembly Code
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Graph Explanation

• Graph Neural Networks (GNNs )
– Employed for representation learning in graph-structured data
– Use a message-passing scheme to enable each node in the graph to capture the 

feature vector of the neighbor nodes

• Perturbation-based methods
– GNNExplainer

• Compact subgraph and a small subset of node features
• Local explainability

– PGExplainer
• Global explainability
• Approximated discrete masks for edges to explain the predictions 

9



Data Mining 
and 

Security Lab 

VulEXplaineR
Samaneh Mahdavifar

VulEXplaineR

• Inspired by PGExplainer
– Use edge distribution to consider the edge type in CFG

• intra-function jumps between blocks
• inter-function calls between functions

• Block embedding
– BERT, augmented with TFIDF and operand types

• Provide explainability in terms of sub-graph 𝐺𝐺𝑠𝑠 of GCNNs
– Takes a trained GCNN and its predictions
– Returns an explanation in the form of a small subgraph of the input graph
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Extracting Explanation Graph
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VulEXplaineR Framework
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Experimental Results
• Datasets
• NDSS18 Vulnerability Dataset (NIST)

– 32,281 binaries (Vulnerable and Non-vulnerable)
– Windows and Linux
– CWE-119 and CWE-399

• CWE-119

• Juliet Test Suite
– 83,624 binaries (Vulnerable and Non-vulnerable)
– 118 distinct CWEs

• CWE-121 and CWE-190
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Experimental Results
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Graph Explanation
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• Fidelity analysis
– refers to the degree to which the predictions of the extracted subgraphs 

align with the actual GNN
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How does an explanation look like?
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A subgraph of the main CFG
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Extracted Subgraph
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Extracted Subgraph
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Extracted Subgraph
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Extracted Subgraph
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Conclusion
• We propose VulEXplaineR, an XAI method for vulnerability detection in 

assembly code. 
• Utilizing BERT and TFIDF, it offers an efficient framework to represent 

relationships between blocks and functions
• Inspired by PGExplainer,

– VulEXplaineR produces explanations in the form of subgraphs of GCNNs
– incorporating edge embeddings for enhanced accuracy

• Experimental results on the NDSS2018 and Juliet Test datasets show that 
VulEXplaineR 

– outperforms state-of-the-art baselines
– provides high explainability that matches the graph nature of the assembly code and is 

valuable for reverse engineers
• Qualitative and quantitative evaluations, including fidelity metrics, 

demonstrate the method’s effectiveness
• A case study highlights VulEXplaineR’s ability to identify vulnerabilities and 

dependencies within the extracted subgraph
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Future Work

• Design motifs as the ground truth 
– Conduct a quantitative evaluation of the extracted subgraph in the 

form of binary edge classification

• Model the underlying GNN as a directed graph
– A directed graph imposes an ordering on a pair of nodes
– Further describes the relationship between the nodes
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Method of communication

• Input feature explanation
– Whole Instructions
– Tokens

• Pros
– Highly adaptable to different 

problems
• Cons

– Limited to provide abstract 
explanations

– Limited to provide control flow 
of the program

push              ebp
mov               ebp, esp
push              ecx

mov               [ebp+key], 1A9Ch
mov               eax, [ebp+msg]
push               eax
push               offset Format
call                 ds:printf
add                 esp, 8
mov               [ebp+msg], 1
cmp               [ebp+msg], 0
jz                     short loc_40103E

Assembly Code
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Method of communication

• Rules
– Pros

• Highest level of explanation
• Powerful at approximating non-linear decision boundaries
• Global explanations

– Cons
• Complex when directly applied to assembly code
• Time complexity
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Method of communication

• Graph visualization
– Matches the nature of the graphs of assembly 

code
• Represent the structure and semantic information 

of assembly code
• Relationships and dependencies between blocks

– Visual interpretation
• More human understandable
• An intermediary for rule explanation
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