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Abstract—Object detection techniques have been widely stud-
ied, utilized in various works, and have exhibited robust per-
formance on images with sufficient luminance. However, these
approaches typically struggle to extract valuable features from
low-luminance images, which often exhibit blurriness and dim
appearence, leading to detection failures. To overcome this issue,
we introduce an innovative unsupervised feature domain knowl-
edge distillation framework. The proposed framework enhances
the generalization capability of neural networks across both
low- and high-luminance domains without incurring additional
computational costs during testing. This improvement is made
possible through the integration of generative adversarial net-
works and our proposed unsupervised knowledge distillation
process. Furthermore, we introduce a region-based multiscale
discriminator designed to discern feature domain discrepancies at
the object level rather than from the global context. This bolsters
the joint learning process of object detection and feature domain
distillation tasks. Both qualitative and quantitative assessments
shown that the proposed method, empowered by the region-based
multiscale discriminator and the unsupervised feature domain
distillation process, can effectively extract beneficial features
from low-luminance images, outperforming other state-of-the-art
approaches in both low- and sufficient-luminance domains.

Index Terms—Generative Adversarial Networks, Object De-
tection, Unsupervised Knowledge Distillation.

I. INTRODUCTION

LOCALIZING and identifying objects within images is
crucial for a wide range of vision-based applications.

Over the past decade, object detection algorithms have under-
gone extensive research and have been exploited across varied
applications, such as human-machine interaction [1], [2], target
tracking [3], [4], and surveillance systems [5]–[8].

Modern detection systems localize objects by adopting
regression techniques, and concurrently classify them using
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Fig. 1. Advance object detection techniques such as (a) RetinaNet [18],
(b) YOLOv3 [16], and (c) SFT-Net [19], exhibit demonstrable limitations in
accurately identifying the ’Person’ class under low luminance conditions. In
contrast, our proposed approach (d) showcases a superior capacity for accurate
detection under these challenging light conditions.

various categorization approaches. The R-CNN series [9]–
[12] and Feature Pyramid Networks (FPNs) [13] employ
a two-stage strategy that initially estimates the Region of
Interest (RoI) and subsequently classifies the object to achieve
object detection. The YOLO series [14]–[16], SSD [17], and
RetinaNet [18] have received considerable attention due to
their unified approach that performs object classification and
localization in parallel, thereby providing satisfactory perfor-
mance and impressive computational efficiency.

However, while these methodologies yield satisfactory re-
sults on images with sufficient luminance, their performance
degrades considerably under low-luminance conditions, such
as those encountered during nighttime. Fig. 1 illustrates this
limitation. Despite training advanced detectors, like YOLO-v3
[16], RetinaNet [18], and SFT-Net [19], on datasets encom-
passing both low- and adequate-luminance images, these tech-
niques fail to detect the Person class within low-luminance
images.

Such detection failures primarily stem from these al-
gorithms’ inability to extract valuable features from low-
luminance, often blurred images, leading to ambiguous and
indistinct features. One potential solution could be to apply
image enhancement techniques prior to the object detection
process to improve the visibility of the input image, thereby
enhancing the performance of the detection task. However,
recent studies [20] have suggested that low-level image pro-
cessing techniques aimed at enhancing image visibility may



IEEE TRANSACTIONS ON CYBERNETICS 2

not necessarily improve the outcomes of subsequent high-level
vision tasks due to the domain discrepancy issue, a perspective
also endorsed by our experimental findings.

To address these challenges, we propose a region-based
multiscale feature domain distillation framework, referred to
as RMD-Net, which enhances the overall generalization ability
of the network without imposing additional computational
burdens during the testing phase. Specifically, the proposed
RMD-Net enables neural networks to glean feature domain
knowledge from the beneficial high-luminance feature space.
This strategy draws inspiration from knowledge distillation
(KD) tasks [21], where a compact model learns from a more
complex, deeper network, thereby improving its generalization
ability and ultimately enhancing overall performance.

In conventional knowledge distillation processes [21], the
student network is trained to minimize the divergence between
its predictions and the soft targets produced by the teacher
network using identical input data. This technique promotes
the learning of feature representations akin to those of the
teacher network, thereby improving generalization to unseen
data. However, obtaining daytime and nighttime images with
identical content is unfeasible in real-world settings.

To circumvent this obstacle, we introduce RMD-Net, which
implements an unsupervised knowledge distillation-like mech-
anism: a teacher network is trained exclusively on images from
the high-luminance domain, thereby accumulating pristine,
bright feature knowledge. By designating the feature space
derived from the teacher network as the target domain, we
leverage an unsupervised learning mechanism inspired by the
Generative Adversarial Network (GAN) framework. This per-
mits the unsupervised distillation of feature domain knowledge
to the student network, leading to enhanced feature extraction
across both low- and high-luminance domains. Additionally,
we propose a region-of-interest (RoI)-based multiscale net-
work architecture that allows the neural network to focus on
the object, as opposed to global or background information.

Employing the proposed training strategy and the tailored
region-based multiscale network, our framework is capable
of distilling knowledge from the pristine feature domain to
the generator network, thereby boosting the network’s gen-
eralization capacity while retaining the same computational
complexity during the testing phase.

This work presents several substantial contributions to the
field of object detection in low-luminance scenarios, as sum-
marized below:

• We propose a novel region-based unsupervised feature
domain distillation framework, RMD-Net, which melds
the principles of knowledge distillation and the Genera-
tive Adversarial Network (GAN) framework. RMD-Net
allows the knowledge from a teacher network trained
on the sufficient-luminance domain to be distilled to
the student network that is designed to perform in the
challenging low-luminance domain. This novel approach
enhances the generalization ability of the student network
across both the low-luminance and sufficient-luminance
domains. The unsupervised nature of our distillation pro-
cess opens up new possibilities in cross-domain knowl-
edge transfer.

• We introduce a region-of-interest (RoI)-based multiscale
network architecture, which allows the discriminator net-
work to concentrate primarily on the object of inter-
est rather than the global image. This strategy further
enhances the object detection performance under low-
luminance conditions.

• Our framework significantly surpasses the performance of
both the combination of image enhancement and object
detection techniques, as well as other state-of-the-art
object detection methods. This demonstrates its effec-
tiveness in challenging low-luminance environments. De-
spite the improvements in performance and generalization
ability, our method does not increase the computational
complexity during the testing phase. This makes our
approach suitable for real-time applications.

In summary, the proposed framework brings an innovative
perspective to the task of object detection in low-luminance
scenarios, significantly enhancing the generalization ability
and performance of the object detection network without
introducing additional computational complexity.

The rest of this study is summarized as follows: Section
II briefly introduces the object detection approaches and the
Generalization Adversarial Networks, Section III details the
proposed RMD-Net, Section IV demonstrates the qualitative
and quantitative evaluations of the proposed method. Section
V concludes the paper.

II. RELATED WORKS

A. Object Detection Methods

Existing object detection techniques can be primarily cate-
gorized into two categories [18]. The first encompasses those
employing a stage-wise approach, initially identifying poten-
tial object regions and subsequently classifying the objects
during the second stage. The second category simultaneously
accomplishes localization and classification within a single
stage, yielding satictory accuracy and relatively swift com-
putational efficiency.

1) Two-Stage Object Detection Methods: Within the scope
of two-stage methods, the technique proposed by Girshick
et al. [9] was pioneering in employing selective search [22]
for generating region proposals, utilizing CNNs for feature
extraction, and adopting a support vector machine (SVM) for
object classification. To improve upon R-CNN [9], Fast R-
CNN [10] was introduced, utilizing region of interest (RoI)
pooling to process all region proposals concurrently rather
than individually. Furthermore, SVM was replaced by CNNs
to enhance performance. In Faster R-CNN [11], a region
proposal network was incorporated to replace the selective
search method, creating potential object locations within a
learnable mechanism and thereby increasing performance
while maintaining impressive computational speed. Feature
Pyramid Networks [13] leverage a top-down network hierarchy
with lateral connections across various resolutions, leading
to significant enhancements in accuracy and computational
efficiency, and gaining substantial attention.
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2) One-Stage Object Detection Methods: Within the do-
main of one-stage object detection, YOLO [14] proposed
a regression-based approach, enabling real-time object de-
tection. SSD [17] adopted a multiscale prediction strategy
to improve accuracy across various object sizes. YOLO-
v2 [15] extended its initial version by optimizing network
designs through the application of batch normalization [23],
high-resolution classifiers, anchor boxes, and direct location
prediction methodology. RetinaNet [18] utilized FPN [13] as
the foundational network architecture and proposed a loss
function, known as Focal Loss, to counter the class imbalance
issue. YOLO-v3 [16] designed a lightweight network archi-
tecture that employs top-down cross-resolution feature fusion,
multiscale prediction, and Focal Loss, delivering a significant
improvement in computational efficiency while maintaining
acceptable performance levels.

With respect to one-stage multi-domain object detection
methods, Huang et al. [24] introduced an object detection
framework that enhances object detection accuracy under rainy
weather conditions. Their work proposes a feature selection
network that learns to select features generated by a rainy
image restoration network. Subsequently, a feature absorption
network is employed to enable the object detection backbone
to learn from the selected features, thereby enhancing its fea-
ture interpretability for rainy images. SFT-Net [19] introduces
a self-adaptive feature transformation mechanism to improve
the performance of low-light object detection by incorporating
an additional feature transformation (FT) module and a gating
design. This approach allows the network to choose between
utilizing the transformed features produced by the FT module
or the original features through the gating mechanism, ulti-
mately leading to improved performance.

B. Knowledge Distillation

Knowledge distillation (KD) aims to boost the performance
of a compact, smaller model by mimicking the behavior of
a larger, more complex network. The seminal work in this
domain was pioneered by Hinton et al. [21], who successfully
enhanced the generalization capacity and performance of the
student network using soft labels provided by the teacher
network, with identical input images. Subsequent to [21],
various distillation works have been proposed from diverse
perspectives, such as supervising high-level features via hint
learning [25], mimicking the features outlined by an attention
map [26], measuring cross-sample similarity [27], and formal-
izing the KD task as a distribution matching problem [28].

C. Generative Adversarial Networks

Generative adversarial networks (GAN), introduced by
Goodfellow et al. [29], with the objective of training a
generative model that translates a latent space into a desired
distribution. Typically, GAN comprises a generator and a
discriminator; the former seeks to produce a distribution that
is indistinguishable from the target distribution, whereas the
latter is trained to classify whether a sample originates from

the real distribution or the generated one. The value function
is expressed as

min
G

max
D

(D,G) = Ex∼pr(x)[logD(x)] +

Ez∼pz [log(1−D(G(z)))],
(1)

where D and G denote the discriminator and generator net-
works, respectively; pr and pz denote the real distribution
and the latent space, respectively; x denotes the input images
sampled from pr; and z denotes a random vector sampled from
latent space pz .

GANs are notorious for their instability during training.
To stabilize the training process, various methodologies have
been proposed. Notably, the WGAN series [30], [31] proposed
the usage of Wasserstein distance to measure the distance
between the generated and target distribution. This approach
has attracted substantial attention due to its superior results in
image generation tasks and its contribution to stability during
training. The loss function defined in WGAN-GP [31] is as
follows:

LD = Ez∼pz
[D(G(z))]− Ex∼pr

[D(x)] + λGPLGP , (2)

where the LGP is the gradient penalty loss to ensure the
discriminator network can measure the Wasserstein distance
between two distributions:

LGP = Ex̂∼px̂
[(∥∇x̂D(x̂)∥2 − 1)2], (3)

where x̂ denotes the linear interpolation between the real
sample x and generated sample G(z).

D. Discussion

While the aforementioned object detection techniques yield
satisfactory results for images with sufficient luminance, they
face challenges in handling the blurry and dim nature of
low-luminance images, leading to reduced performance in
this domain. For multi-domain object detection methods,
Huang’s method [24] can detect objects in both normal
and rainy domains. However, its framework requires a well-
trained domain-to-domain image restoration process to train
the object detection network, which is not available in our
case. Despite the impressive results achieved by SFT-Net
[19], it presents several drawbacks: increased computational
complexity, a larger number of parameters for the additional
modules required for feature transformation, and a feature
transformation mechanism that primarily focuses on the global
image, which may ultimately limit its performance.

In this study, our aim is to address the challenging task
of low-luminance object detection by developing a region-
based, unsupervised feature domain distillation framework,
and a training mechanism that boosts the generalization ca-
pability of the object detection network without adding any
computational complexity during testing. We adopt YOLO-
v3 [16] as our backbone architecture, given its computa-
tional efficiency and relatively high performance. While KD
methods can distill knowledge to the student network with
a superior neural network model as its teacher, applying such
methodology directly to our multi-domain dataset is infeasible.
This is because, while the advantageous feature space has
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Fig. 2. An overview of the proposed Region-based Multiscale Discriminator Network (RMD-Net) is provided: Here, x corresponds to images captured under
nighttime conditions, y represents images captured under daytime conditions, bbox stands for the ground truth bounding box, while box, cls, sco denote the
predictions made by the Detection module. The critics c are estimated by the Discriminator module.

been delineated by training the teacher network exclusively
with sufficient-luminance images, the teacher network cannot
impart beneficial knowledge when the input images are under
low-luminance conditions. Therefore, identical input-based
KD methodologies are not applicable to our framework. As
a result, we propose the development of an unsupervised
distillation framework using the principles of GAN.

Typically, the GAN framework is employed to train a gen-
erator network that maps one distribution to a specific image
distribution [29]–[31]. However, our objective is not image
generation or image domain transformation, but rather the dis-
tillation of beneficial knowledge from the sufficient-luminance
feature space to the low-luminance feature space. Thus, the
GAN framework isn’t readily applicable to our framework.
To overcome this challenge, we propose an unsupervised
domain distillation process that combines the principles of
knowledge distillation and the GAN framework, together with
a region-based, multiscale discriminator network architecture.
This proposed framework not only enhances the generalization
capability of neural networks across both domains, but also
yields significantly better performance in the task of low-
luminance object detection, all while maintaining the same
computational complexity during testing.

III. PROPOSED METHOD

As depicted in Fig. 2, the proposed RMD-Net consists of
four modules: (1) the Generator module and Criterion network,

which correspond to the student and teacher networks in
typical KD tasks; (2) the Detection module, which classifies
and localizes objects on the basis of the features provided
by the Generator module; (3) the RoI module, which crops
and resizes objects from the provided feature maps; and
(4) the Discriminator module, which learns to distinguish
features from the target and source domains, thereby providing
gradients for the Generator module to learn distillation.

In this work, the images captured during daytime and
nighttime conditions are defined as the sufficient-luminance
domain (PS) and low-luminance domain (PL), respectively.
Our purpose is to improve the generalization ability of neural
networks in the multi-domain dataset by distilling the knowl-
edge from the sufficient-luminance domain PS , which has
clear and bright features.

To achieve this objective, we first train a Criterion network
with only the sufficient-luminance domain (PS) on the object
detection task, thereby obtaining a Criterion network that
can produce high-quality features when the input images are
from PS . The Criterion network is denoted as ΦS . Second, a
Generator network with identical structures (denoted as ΦG) is
trained using images from both sufficient- and low- luminance
domains (PS ,PL).

After obtaining ΦS and ΦG, we denote the features ex-
tracted by each network as fS and fG, respectively. Therefore,
an unsupervised learning procedure is employed to distill
the knowledge from the feature domain PfS to the feature
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Fig. 3. A detailed illustration of the proposed region-based multiscale discriminator: after object cropping using the RoI module, the discriminator networks
fuse features across different resolutions to compute the Wasserstein distance between the target and the projected domain.

domain PfG . Specifically, our aim is to ensure that the features
produced by our Generator network ΦG, either estimated from
daytime image x or nighttime image y, to be indistinguishable
by the unsupervisedly trained discriminator. In this manner, the
quality of feature space PfG can be improved via the feature
domain projection process, thus improving the overall perfor-
mance of our object detection method under low-luminance
conditions. The loss function of our feature domain projection
procedure is defined as follows:

Lproj. = Ez∼{PS ,PL}[−ΦD(ΦG(z))], (4)

where z denotes an image randomly sampled from two do-
mains ({PS ,PL}), ΦG denotes the Generator module, and
ΦD denotes the Discriminator module. Notably, in contrast
to the traditional GAN framework that takes images as input
of the discriminator, we directly take features produced by the
Generator module as input to accomplish the feature domain
projection.

Correspondingly, to endow the ability of measuring the
differences between the source feature domain PfG and tar-
geting feature domain PfS , we defined the loss function of
our Discriminator module as:

LDis. = Ez∼{PS ,PL}[ΦD(ΦG(z))]− Ey∼PS
[ΦD(ΦS(y))]

+ λGP (∥∇f̃ΦD(f̃)∥2 − 1)2,
(5)

where ΦD, ΦS denote the Discriminator module and the
Criterion network, respectively; λGP denotes the weighting
of the gradient penalty term; and f̃ denotes the linear interpo-
lation between fS and fG, as defined in the WGAN-GP [31]
framework.

A. Training strategy

In order to preserve the information for the object detection
task during the training of domain projection, we designed a
simple training policy that interactively trains the two tasks,
which are depicted in Algorithm 1. In Step 1, ΦS with images
from the sufficient-luminance domain (PS), and ΦG with
images from two domains (PS ,PL) are trained on the object
detection task. In Step 2, the Discriminator module with LDis.

Algorithm 1 The proposed training policy. Notably, the object
detection loss Lobj. is as defined in the YOLO-v3 [16].
Notably, the S1, S2, S3, S4 refers to training steps 1 to 4
as defined in Section III-A.
Require: Initialize the parameters for Criterion network wS ,

Generator module wG, Discriminator wD.
1: while ΦS has not converged on Lobj. do ▷ S1
2: Sample sufficient-luminance image y ∼ PS .
3: wS ←Adam(wS , Lobj.(ΦS , y)).
4: end while
5: while ΦG has not converged on Lobj. do
6: Sample random image z ∼ {PS ,PL}.
7: wG ←Adam(wG, Lobj.(ΦG, z)).
8: end while
9: while ΦG has not converged on Lobj. do

10: for i = 1, . . . , ncritic do ▷ S2
11: Sample sufficient-luminance image y ∼ PS , ran-

dom image z ∼ {PS ,PL}.
12: fS ← ΦS(y).
13: fG ← ΦG(z).
14: wD ←Adam(wD,LDis.(ΦD, fS , fG))
15: end for
16: Sample random image z ∼ {PS ,PL}. ▷ S3
17: fG ← ΦG(z).
18: wG ←Adam(wG,Lproj.(ΦD, fG)).
19: wG ←Adam(wG,Lobj.(ΦG, fG)). ▷ S4
20: end while

is trained for learning the feature domain discrepancy. In Step
3, the Generator module with Lproj. is trained for the domain
projection task. In step 4, the object detection task with images
from both domains is trained. If the Generator module does
not converge on the basis of the early stopping policy, then
Steps 2 to 4 are repeated until the module converges.

B. Region-based multiscale discriminator

As shown in Fig. 3, the proposed Discriminator module
takes feature output from the RoI module as input and fuses
features from different resolutions to estimate the domain
difference between PS and PG.
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Fig. 4. Comparison between state-of-the-art object detection techniques, including RetinaNet [18], YOLO-v3 [16] and SFT-Net [19]. Our proposed method
manifests considerable improvement relative to these techniques.

TABLE I
THE DETAIL NETWORK ARCHITECTURE OF THE PROPOSED MULTISCALE

DISCRIMINATOR. IT IS NOTEWORTHY THAT ALL CONV2D LAYERS UTILIZE
A FILTER SIZE OF 5.

Type Filters Stride Activation Dropout Output Size

Conv2D 128 2 - - (16, 8, 128)
Concat - - Leaky ReLU 0.25 (16, 8, 256)

Conv2D 256 2 - - (8, 4, 256)
Concat - - - - (8, 4, 512)

ZeroPadding - - - - (9, 5, 512)
BatchNorm - - Leaky ReLU 0.25 (9, 5, 512)

Conv2D 512 2 - - (5, 3, 512)
BatchNorm - - Leaky ReLU 0.25 (5, 3, 512)

Conv2D 512 2 - - (3, 2, 512)
BatchNorm - - Leaky ReLU 0.25 (3, 2, 512)

Flatten - - - - (3072)
Dense 128 - - - (128)

BatchNorm - - Leaky ReLU - (128)
Dense 1 - - - (1)

In particular, the RoI module crops objects from the input
feature maps on the basis of the ground truth using the RoI
alignment [12] technique; in this manner, the Discriminator
module can learn the domain discrepancy directly from the
region of the object instead of learning from the global
information. Such design not only aligns closely with our
purpose, it also provides a stabilized training procedure. As
for the target size of cropped objects, we use the average ratio

of objects in the dataset as the default value.
Meanwhile, we designed a pyramid hierarchy to fuse fea-

tures from three different resolutions, thus providing infor-
mation in various spatial and semantic levels. Features from
shallow layers are down-sampled with strided convolutions
and then concatenated with features from deep layers to
aggregate information, thereby improving the interpretability
of the Discriminator module.

IV. EXPERIMENTAL RESULTS

A. Implementation details

1) Generator module: The resolution of each intermediate
feature map sent into the Discriminator module is shown in
Fig. 3. These feature maps are estimated from the first Residual
block (128× 128), the third Residual block (64× 64), and the
11th Residual block (32× 32), respectively, in the YOLO-v3
[16] network.

2) Discriminator module: The overview of the proposed
multi-scale discriminator network is shown in Fig. 3, and the
detailed network architecture setup is shown in Table I.

3) Others: All the experiments are conducted on a com-
puter with an NVIDIA GTX 1070, an Intel Core i5 CPU
6500, and 16 GB RAM. The compared approaches (SSD
[17], RetinaNet [18], YOLO-v3 [16], and SFT-Net [19]) are
pretrained on the MS-COCO dataset [32] and fine-tuned on
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TABLE II
A COMPARATIVE PERFORMANCE ANALYSIS OF THE PROPOSED METHOD USING A STANDARD DISCRIMINATOR AND THE PROPOSED REGION-BASED

MULTISCALE DISCRIMINATOR IN TERMS OF AP. PS DENOTES THE SUFFICIENT-LUMINANCE DOMAIN, WHEREAS PL REPRESENTS THE LOW-LUMINANCE
DOMAIN.

Model name
Ablation type AP

Multiscale feature RoI module PS PL overall

YOLO-v3 [16] 59.51 41.62 50.14
baseline 61.47 47.32 54.06

RMD-MS ✓ 62.88 50.18 56.23
RMD-Net ✓ ✓ 63.74 53.12 58.18

TABLE III
A COMPARATIVE PERFORMANCE ANALYSIS OF STATE-OF-THE-ART

OBJECT DETECTION TECHNIQUES IN TERMS OF AP. PS CORRESPONDS TO
THE SUFFICIENT-LUMINANCE DOMAIN, WHILE PL REPRESENTS THE

LOW-LUMINANCE DOMAIN.
Method PS PL Overall

SSD-512 [17] 55.48 35.53 45.04
RetinaNet [38] 62.91 33.56 47.54
YOLO-v3 [16] 59.51 41.62 50.14
SFT-Net [19] 61.83 47.43 54.29

RMD-Net 63.74 53.12 58.18

TABLE IV
A COMPARATIVE ANALYSIS BETWEEN THE COMBINED APPROACH OF

OBJECT DETECTION AND IMAGE ENHANCEMENT, IN TERMS OF AP. PS

DENOTES THE SUFFICIENT-LUMINANCE DOMAIN, WHEREAS PL

REPRESENTS THE LOW-LUMINANCE DOMAIN.
Method PS PL Overall

YOLO-v3 [16] 59.51 41.62 50.14
YOLO-v3 + DSLR [34] 59.51 37.83 50.14
YOLO-v3 + SID [35] 59.51 30.03 44.08

RMD-Net 63.74 53.12 58.18

our dataset using the RMSProp optimizer [33] with a learning
rate of 5e−5. As for the image enhancement techniques in
our experiments (DSLR [34] and SID [35]), we use the well-
trained module.

B. Dataset

In this study, we use the multi-domain dataset proposed
by SFT-Net [19], which combines data from the KITTI [36]
and BDD-100K [37] datasets, as well as images captured
by the authors themselves. This dataset contains images cap-
tured during the daytime or nighttime, which aligns with our
objective of distilling knowledge from the daytime feature
domain to the nighttime domain. Additionally, the authors re-
labeled all nighttime images and other images with low-quality
labels to ensure high-quality annotations for low-luminance
images. In total, the dataset comprises 16,508 images, includ-
ing 7,865 daytime images (sufficient-luminance domain) and
8,643 nighttime images (low-luminance domain).

C. Comparison

1) Comparison between object detection techniques: To
evaluate the proposed method, we compare it with state-of-
the-art object detection techniques, including SSD512 [17],

RetinaNet [38], YOLO-v3 [16], and the state-of-the-art low-
light object detection technique, SFT-Net [19]. Quantitative
evaluations are conducted and presented in Table III. The pro-
posed method achieves substantial performance improvements
in both domains, demonstrating that the proposed training
strategy and region-based multiscale discriminator can suc-
cessfully transfer high-quality feature knowledge to the gener-
ator. Notably, although SFT-Net [19] exhibits enhancements in
both sufficient- and low-luminance domains, its performance is
still inferior to the proposed method while it incurs additional
computational complexity during the testing phase.

The proposed RMD-Net maintains an identical network
architecture compared to YOLO-v3 [16] in the test phase,
yet our performance significantly improves by over 4.25 AP
and 11.50 AP in the sufficient-luminance domain (PS) and
the low-luminance domain (PL), respectively. The qualitative
evaluation of these methods is illustrated in Fig. 4, revealing
that the proposed method can detect considerably dark objects,
while the other methods struggle to process low-luminance
features.

2) Comparison between the combination of image enhance-
ment and object detection: This work focuses on addressing
the challenge of object detection in low-luminance conditions.
In our experiments, we also compared our method with
the combination of image enhancement techniques and the
YOLO-v3 [16] method. In this experiment, images under low-
luminance conditions were enhanced using different image
enhancement techniques, including the DSLR [34] and SID
[35] methods. The results, presented in Table IV, show that
the performance of YOLO-v3 significantly degrades with
these image enhancement methods, even more so than the
original YOLO-v3 method without any enhancement. This
performance degradation could be attributed to the domain dis-
crepancy between enhanced and sufficient-luminance images,
an issue also explored in the study by Li et al. [20].

3) Ablation study: We conducted an ablation study to eval-
uate the effectiveness of our proposed region-based multiscale
discriminator, and presented the corresponding results in Table
II. As shown, when we removed the multiscale feature and
the RoI module design from the discriminator (labelled as
baseline), the discriminator could only use the least-scale
feature to learn domain knowledge. Similarly, the RMD-
MS design excludes the RoI module from the discriminator.
Despite both designs yielding better performance than the
YOLO-v3 [16] method, they exhibited significant performance
degradation compared to the proposed region-based multiscale
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discriminator.

V. CONCLUSIONS

This paper has introduced a novel unsupervised learning
approach to transfer features from the low-luminance do-
main to the sufficient-luminance domain. Our method utilizes
a Criterion network trained exclusively on the sufficient-
luminance domain to establish a beneficial feature space
for object detection tasks, which then guides the feature
domain knowledge transfer to the generator within a generative
adversarial network framework. In contrast to conventional
GANs, our framework is tailored to generate feature maps
based on distilled knowledge within the designated beneficial
feature space. In order to improve the object detection task
through effective domain projection learning, we introduced
a region of interest (RoI)-based multiscale discriminator. By
integrating the RoI module and multiscale network archi-
tecture, the discriminator is able to focus on object-specific
regions across various resolutions, eschewing the global per-
spective that often includes irrelevant background details. Our
experimental results confirmed the efficacy of our approach.
The proposed methodology outperformed both contemporary
multi-domain object detection techniques and low-light detec-
tion approaches on a multi-domain dataset. It also showed
a significant improvement compared to the combination of
image enhancement and object detection techniques. To the
best of our knowledge, this work represents the first successful
application of an unsupervised feature domain knowledge
distillation framework to low-luminance object detection.
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