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Software vulnerability is a defect or weakness in system design, implementation or operation management that if 
exploited, can lead to various attacks or can even cause the systems to crash.  (Krsul et al., 1998)
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Software Vulnerability
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Buffer Overflow Attack
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Why is it important to detect vulnerabilities? 

❖ Codes are prone to attack by hackers and if vulnerabilities are not detected in time, they can be exploited for malicious 
use.  

❖ Most researchers detect vulnerabilities at the source code level. 
❖ What if the source code is unavailable? PROBLEM!
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Solution - Detection at the assembly code level

❖ If the source code is unavailable, we can perform all our analysis at the assembly code level. 
❖ Traditionally, the process of understanding the software from its binary executables is known as Reverse Engineering 

(MANUALLY INTENSIVE AND TIME CONSUMING) 
❖ We need to automate the process.
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Workflow



Data Mining and Security Lab 7

Workflow
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Workflow
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Workflow
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VDGraph2Vec learns 
both the structural and 
semantic aspects of 
the assembly code.

Workflow
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Control Flow Graph
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Message Passing Neural Networks
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RoBERTa
❖ It is one of the models that has achieved the 

state-of-the-art results in NLP. 

❖ Takes into consideration both left and right 
context to generate embeddings. 
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VDGraph2Vec Model
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Datasets used
❖ Juliet Test Suite for C/C++ is a collection of test cases in the C/C++ language. It contains the good (patched) and bad 

(vulnerable/non-patched) examples organized under 118 different CWEs. 
❖ It contains more synthetic examples.
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Datasets used
❖ NDSS18 dataset is extracted from the National Vulnerability Database (NVD) and Software Quality Assurance Dataset.  
❖ It represents a more realistic scenario. 
❖ It contains binary files for CWE-119 and CWE-322 over Windows OS and Linux OS platforms.
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Statistics of the datasets
❖ We use CWE-121 (Stack-based buffer overflow) and CWE-190 (Integer Overflow) from Juliette Test Suite, and 

CWE-119 (Improper restriction of operations within the bounds of a memory buffer) from the NDSS18 dataset.  
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Evaluation metrics
❖ Accuracy 

❖ Precision 

❖ Recall 

❖ F1-score 

❖ AUC-ROC score
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Experimentation
❖ Utilizing 2 variants of MPNN – Gated Graph Neural Network (VDGraph2Vec-GGNN) and Graph Convolution 

Network (VDGraph2Vec-GCN). 

❖ Implement the state-of-the-art binary vulnerability detection models to compare with our VDGraph2Vec model. 

❖ Compare the potential of our model at the node embedding and classification level.

Graph Convolution Network (Kipfl et al., 2016) 
Gated Graph Neural Network (Li et al., 2015) 
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❖ Handcrafted features with GCN (HF-GCN) 

❖ Handcrafted features with GGNN (HF-GGNN) 

❖ Instruction2Vec with TextCNN (i2V-TCNN) 

❖ Word2Vec with Structure2Vec (w2v-s2v) 

❖ Word2Vec with GCN (w2v-GCN) 

❖ Word2Vec with GGNN (w2v-GGNN) 

❖ RoBERTa with Structure2Vec (RoS2v)

Baseline models
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• These experiments have been performed on CWE-121 examples.
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Results 
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Example of CWE-121



Data Mining and Security Lab 23

Results 
• These experiments have been performed on CWE-190 examples.
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Results 
• These experiments have been performed on CWE-119 (more realistic) examples.
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Results 
• We also performed cross-dataset evaluation on CWE-121 with the model trained on 

samples from the Juliet Test Suite and tested on samples from another dataset. This 
helps to assess the generalization capability of the model.
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Our contributions
❖ Generating  a latent representation for the entire assembly code, rather than for just an assembly function. 

❖ We use RoBERTa for representing the assembly instructions. 

❖ VDGraph2Vec can successfully detect vulnerabilities because both semantics and the hierarchical structure of 
assembly code are being taken into consideration. 

❖ Our model is able to achieve high performance in different experimental settings, surpassing the recent works in this 
direction.
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Future Work
❖ Incorporate more structural information of the graph with the dataflow dependencies. 

❖ Extend the work for all target machine architectures. 

❖ Spot the location of the vulnerabilities in code. 

❖ Extend this study by proving the effectiveness of these vector representations for other downstream tasks such as 
binary clone detection.
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