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 Abstract—Social media use has transformed communication 
and made social interaction more accessible. Public 
microblogs allow people to share and access news through 
existing and social media created social connections as well 
as access to public news sources. These benefits also create 
opportunities for the spread of false information. False 
information online can mislead people, decrease the benefits 
derived from social media and reduce trust in genuine news. 
We divide false information into two categories: 
unintentional false information, also known as 
misinformation; and intentionally false information, also 
known as disinformation and fake news. Given the 
increasing prevalence of misinformation, it is imperative to 
address its dissemination on social media platforms. This 
survey focuses on six key aspects related to misinformation: 
(1) clarify the definition of misinformation to differentiate 
it from intentional forms of false information; (2) categorize 
proposed approaches to manage misinformation into three 
types: detection, verification, and mitigation;  (3) review the 
platforms and languages for which these techniques have 
been proposed and tested (4); describe the specific features 
that are considered in each category; (5) compare public 
datasets created to address misinformation and categorize 
into prelabeled content-only datasets and those including 
users and their connections; (6) survey fact-checking 
websites that can be used to verify the accuracy of 
information. This survey offers a comprehensive and 
unprecedented review of misinformation, integrating 
various methodological approaches, datasets, and content-
based, user-based, and network-based approaches, which 
will undoubtedly benefit future research in this field. 
 
Index Terms— misinformation, rumor, satire, conspiracy theory, 
misinformation detection, misinformation verification, 
misinformation mitigation  
 

1. INTRODUCTION 
OCIAL media platforms have become the go-to source 
for news updates for a majority of people [1]. Many 
people have merged their everyday lives into popular 
online social sites, such as Facebook, Twitter, Sina 

Weibo, and Reddit, and rely on these microblogs as one of their 
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primary news sources [2]. In other words, the advantages of 
social media, including ubiquity, accessibility, speed and ease 
for use, have made them indispensable sources of first-hand 
information [3]. The same factors that make social media an 
easily accessible source of information also make it an efficient 
vector for the creation and broadcast of false information about 
events in real-time [4].  
 

Online false information has considerable offline 
consequences and poses a threat not only to platforms’ users, 
but also to businesses, public health and governments. 
Examples include influencing election results [5], and false 
information regarding disease prevention. In one case, false 
information about the protective ability (and safety) of highly 
concentrated methanol to kill coronavirus infection resulted in 
the death of almost 800 people, and hospitalization of 5,876 [6]. 
As these examples illustrate, strategies are required to identify, 
counter and mitigate the propagation of online false information 
and reduce the negative impact.  

 
Misinformation, as a primary form of false information, is 

typically shared or created without any malicious intent towards 
others [7], [8], [9]. Such misinformation commonly stems from 
misunderstandings, flawed representations, or cognitive biases 
caused by deficiencies in comprehension or attention [10]. To 
address the problem of misinformation, two primary 
methodological approaches have emerged: detection and spread 
minimization. The detection approach involves identifying 
false stories as they arise, particularly during breaking news, 
and developing systems to automatically verify the credibility 
of information and social media content [10]–[12]. Conversely, 
the spread minimization approach recognizes that 
misinformation is an inherent part of social media and proposes 
techniques to reduce its negative impact and minimize its 
further spread [13], [14].  

 
Despite the growing concern over the prevalence of 

misinformation, there are still significant challenges to 
overcome. The current body of research on false information 
has predominantly focused on detecting intentionally false 
information [15]–[23], often overlooking the importance of 
verification and mitigation strategies to manage unintentional 
false information. Therefore, it is critical to explore and 
implement a range of techniques to address not only detection 
but also verification and mitigation of misinformation. Despite 
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the growing concern over the prevalence of misinformation, the 
vast majority of published articles on this topic focus on 
detection and verification techniques. Fewer studies 
concentrate on mitigation techniques, which is a significant gap 
in the field. Additionally, existing approaches to 
misinformation management face persistent challenges due to 
the diverse contexts and structural differences between social 
media platforms. Distinguishing misinformation from 
intentionally false information is challenging, as the line 
between them is often blurred. To effectively combat 
misinformation, it is crucial to have a comprehensive 
understanding of its characteristics and variants. This 
understanding is necessary to identify and evaluate applicable 
techniques, which can then be assessed for their suitability and 
efficacy. In cases where suitable techniques are not available, 
new ones can be proposed to fill the gap. 

 
This literature review paper aims to provide a comprehensive 

overview of techniques for detecting, verifying, and mitigating 
misinformation. By identifying limitations and gaps in current 
approaches, we aim to contribute to the development of more 
effective strategies. Our survey offers valuable insights and 
identifies areas for future research. Specifically, our 
contributions are: 

 
• We provide a comprehensive review of detection, 

verification, and mitigation techniques aimed at 
addressing misinformation in its various forms 
including rumor, satire, and conspiracy theory. 

• We review various approaches to address 
misinformation, beginning with early identification 
and tracking to ensure its accuracy, followed by 
verification or rejection. Additionally, we review 
proposed strategies for preventing the further 
dissemination of misinformation.  

• We analyze the features and attributes of different 
methodologies proposed to tackle various forms of 
misinformation, including the models, platforms, and 
languages considered in the reviewed literature. 

• We compile and categorize 53 public datasets 
representing the first comprehensive collection of both 
content-based and structure-based datasets on these 
topics. These datasets will be valuable for future 
research in this area. 

 
The rest of the article is organized as follows: we first provide 

definitions for different types of misinformation as well as an 
overview of available literature reviews about false information 
in section 2. Then, Section 3 details our methodology in 
selecting papers, and Section 4 provides more detail about 
approaches for combating online misinformation along with 
public datasets. Section 5 discusses public datasets while 
Section 6 provides discussion and future works. Finally, 
Section 7 draws conclusions from the review. 

2. PRELIMINARIES AND BACKGROUND 
False information has evolved in meaning and usage over 

time. Generally speaking, false information refers to a news 

article or message published and spread through media, 
containing incorrect/fake information regardless of the motive 
and means by which it was transmitted [10]. False information 
spreads faster and deeper than true information, and tends to be 
sticky, persisting in memory [4], [24], [25]. 

 
There is no commonly accepted typology framework, no 

specific categorization criteria, nor explicit definitions to 
facilitate investigation of this issue. However, clear and 
common definitions of false information are crucial since the 
types of false information may require different theoretical 
analyses. A small number of literature reviews have attempted 
to characterize misinformation. According to [26], fake news 
can be classified into three types: serious manufacturing, large-
scale farces, and humorous texts such as parodies and satires. 
In [27] authors distinguish fake news from deceptive news, 
misinformation, disinformation, false news, satire news, 
clickbait and rumors according to three criteria: authenticity, 
intention, and being news. Celliers and Hattingh [28] explored 
the motives behind spreading false information, leading to a 
description of false information types. Another important 
distinction to be characterized is between the terms, because 
some works use the terms interchangeably such as fake news 
and misinformation [29]–[32] or mistakenly like rumor and 
fake news [11]. Overall, the literature shows that false 
information can generally be classified as fake news, 
misinformation, and disinformation based on its facticity and 
intention [10], [33]–[36]. Another way to classify false 
information is to break it down into three elements [10], [37]: 
1) The types of content being created and shared; 2) The 
motives that drive individuals to create and distribute this 
content; 3) The methods employed to disseminate this content. 

 
According to a systematic review, disinformation comprises 

all forms of false, inaccurate, or misleading information 
intended to intentionally cause harm to the public or to generate 
profits [7], [18], [38], [39]. Fake news also refers to 
intentionally crafted, sensational, emotionally charged, 
misleading or totally fabricated information that mimics the 
form of mainstream news [33], [38], [40]. Fig. 1 illustrates 
different types of false information [9], [33], [34], [38], [41].  
 
2.1 Definition of misinformation 

Misinformation is defined as unintentional dissemination of 
false information that is misrepresented or misunderstood 
because of cognitive bias or omissions of pertinent data. Given 
the recent evolution of the term and the widespread misuse in 
various environments, we must first carefully define what 
should be considered as “misinformation". Some types of false 
information, such as accidentally misreported information, 
unverified rumors, implausible satire, and conspiracy theories 
fall into the category of misinformation [10], [42]–[44]. 
Considering rumor, satire, conspiracy, we define them 
respectively in the following subsections.  
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Fig. 1. The definition of different types of false information 

 
2.2 Rumor 

A rumor is commonly defined as an unverified statement 
of information and is often characterized by rapid spread 
[45], [46]. Rumors can be categorized into two types based 
on their lifespan: 1) New rumors that emerge during breaking 
news, 2) Long-standing rumors that persist and are shared 
over an extended period of time [11].  
 

2.2.1 Rumors arise from Breaking News 
These types of rumors are generally original and unique, 

i.e., have not been previously observed. A suspected and 
unconfirmed terrorist attack would be an example of a rumor 
arising from breaking news. This is a difficult category of 
rumor to detect as the names of actors, groups and locations 
vary with each instance. Hence new detection systems need 
to be designed with new vocabulary cases [47], [11]. 
Alternately, context clues could be detected based on 
previous breaking news rumors. 

 
 2.2.2 Long-Standing Rumors 

Long-standing rumors persist for an extended period 
despite being disproved. Sometimes long-standing rumors 
persist despite overwhelming evidence to the contrary, and 
can be particularly resilient when they tap into pre-existing 
beliefs or emotions [47], [11]. 

2.3 Satire 

In satire, news updates are presented through the use of 
humor or exaggeration [33]. These stories are presented as 
news that might be incorrect in fact, but the intention is not 

to deceive but rather to expose or identify shameful, corrupt, 
or otherwise ineffective behaviors. When satire is intended 
to mislead people, it falls into the category of fake news. 
Here, misinformation occurs with no intention to harm, but 
satire still has the power to mislead some people [10]. 
Compared to fake news, satire presents stories as news that 
are incorrect factually, but the intent is to call out, criticize, 
or expose behavior that is shameful, corrupt, or otherwise 
“bad ” [48]. Legitimate news stories can have occasional 
factual errors, but these do not qualify as fake news. 

2.4 Conspiracy 

Conspiracy refers to a covert and managed scheme to bring 
about or prevent specific events [49] and often seeks to 
explain past occurrences as the result of the actions of a few 
organized actors [42], [50], [51]. Enders et al. found that 
social media serve as widespread channels for propagating 
conspiracy theories and misinformation by exposing large 
numbers of individuals to fringe concepts and ultimately 
finding credulous consumers of information [52]. Enders et 
al. found that frequent social media users were more likely 
to agree with conspiracy theories and misinformation. 

 
2.5 Background 

The number of published papers and proposed techniques 
investigating misinformation is increasing. We searched 
Scopus using the terms "online misinformation", 
“misinformation Detection\Verification\ Mitigation” and 
found 2806 papers between 2010-2022 (Fig. 2). This number 
is an underestimate as some articles use terms other than 
misinformation, such as fake news, etc. As seen in Fig. 2, the 
number of publications related to misinformation detection 
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is significantly higher than that of verification and 
mitigation. However, the number of papers on mitigation 
techniques as well as verification techniques experienced a 
gradual increase between 2018 and 2022. 

 
In order to develop effective countermeasures, to 

misinformation, policy makers and developers must first 
estimate its magnitude [53]–[55]. The generation, impact, 
propagation, and management of misinformation have been 
studied from multiple perspectives, including computer 
science, sociology, journalism, and psychology. [56], [57]; 
which have led to the development of various tools, systems, 
and datasets to support research efforts [56], [58]–[62]. The 
main questions that have been identified are: Who are the 
main propagators of misinformation in the misinformation 
diffusion network, and what are its structural and dynamic 
characteristics? How can misinformation be reduced? In 
what circumstances and to what degree can misinformation 
be identified? What are the differences between the writing 
style, language of misinformation and correct information? 

 
Zhou and Zafarani [27] reviewed  techniques for detecting 

fake news from four perspectives: (1) Knowledge-based 
methods that verify if the knowledge in the news content 
(text) coincides with what is actually true; (2) Style-based 
methods, which analyze how fake news is written (e.g., if it 
is written using strong emotions); (3) propagation-based 
techniques that identify fake news by determining how it 
spreads online; and (4) source-based techniques that detect 
fake news by examining the credibility of news sources at 
different stages (when they are created, published online, and 
distributed via social media). They also considered all forms 
of false information including misinformation and 
disinformation, rumor to be fake news, but have 
distinguished between them according to three properties: 
authenticity, intention, and if it is news. Cao et al. adopt a 
different approach [63] by applying rumor detection from 
three perspectives: (1) handcrafted features based 
approaches, (2) Propagation-based Approaches, (3) Neural 
Networks Approaches. Collins et al. [64] categorized fake 

news into five different categories: Clickbait, Propaganda, 
Satire and Parody, Hoaxes, and others (Name-theft, framing, 
journalism deception) and classified detection techniques 
into eight classes: Expert or professional fact-checker, 
Crowdsourcing, Machine learning, Deep learning, 
Recommendation system, Hybrid technique, Expert-
crowdsource, Graph-based method, Human-Machine 
approach. By comparison, Fernandez and Alani [57] defined 
four dimensions for combating online misinformation 
(rumors, false news, hoaxes, and elaborate conspiracy 
theory). They considered existing technological 
developments in four main research trajectories such as 
detecting, dynamics, validation and managing.  

 
Sharma et al. [10] distinguish between unintentionally or 

intentionally false information and classify misinformation 
solutions between content-based and Feedback-Based 
detection techniques, which they defined as Intervention-
Based Solutions. The application of deep learning techniques 
for detecting fake news, rumors, spam, false information, and 
disinformation was reviewed by [65]. The study highlights 
deep learning as a highly effective technique for social 
network data analysis and improving detection of 
misinformation, particularly in unlabeled and imbalanced 
data. Moreover, they identified a diverse range of challenges, 
including data quality, feature enrichment, federated 
inference, temporal modeling, data volume, and 
infrastructure limitations that need to be addressed for 
effective implementation. 

 
Table 1 categorizes the techniques, approaches and targets 

of previous reviews. As this table shows, the majority of 
existing work focused on detection techniques, while 
mitigation techniques are rarely studied. As this overview 
demonstrates, previous reviews have considered 
misinformation and control techniques. However, this survey 
is the first to provide a comprehensive overview of all control 
techniques for handling misinformation. 

 
 

 

 
 

Fig. 2. Online misinformation publications 
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TABLE I 
VARIOUS LITERATURE REVIEWS DISCUSS DIFFERENT TECHNIQUES FOR ADDRESSING ONLINE MISINFORMATION 

 
Paper Detection Verification 

[66] 
1. Traditional models using handcrafted features 
2. Deep Learning 
3. Hybrid Machine Learning algorithm 

1. Fact-checking websites 
2. Traditional Machine Learning model 
3. Deep Learning model 

[67] 

1. Content-based methods 
2. Social Context-based Methods 
3. Feature Fusion-based Methods 
1. 4. Deep Learning-based Methods 

1. Crowd Intelligence in Misinformation 
1.1. Individual level 
1.2. Crowd level 

[27] 

1. Knowledge-based (content) 
2. Style-based (content) 
3. Propagation-based 
4. Source-based 

 

1. Manual Fact-checking 
1.1. Expert-based 
1.2. Crowd-sourced 

2. Automatic Fact-checking 
2.1. Fact Extraction 
2.2. Fact-checking 

[68] 

1. Source Detection 
1.1. Single source detection 
1.2. Multiple source detection 

 

None 

[63] 
1. Handcrafted features 
2. Propagation-based approach 
3. Neural network-based approach 

None 

[69] 

1. Classification approach 
1.1. Machine Learning 
1.2. Deep Learning 

2. Other approaches 
2.1. Retweet behaviour 
2.2. Diffusion pattern 
2.3. Anomaly detection 
2.4. Hawks process 

None 

[70] 

1. Source detection 
2. Propagation models 

2.1. Soft computing Models 
2.2. Epidemiological Models 
2.3. Mathematical Models 

Fact-checking platforms 

 
 

3. REVIEW METHODOLOGY 
 

Based on the review above, we have identified the main 
research questions as follows: 

Question 1: What is the reported research in this field? What 
is the maturity level of the research? 

Question 2: Which public datasets have been used? 
Question 3: Which methods have been used for identifying 

misinformation? 
Question 4: Which methods have been used for verifying 

misinformation? 

Question 5: Which methods have been used for mitigating the 
spread of misinformation? 

Question 6: Which types of misinformation has been 
investigated? 

Question 7: What kind of features have been used? 
Question 8: Which languages and platforms have been 

studied in this field? 
Question 9: What are the advantages and disadvantages of 

proposed techniques? 
Question 10: How effective are models trained on existing 

data for combating online misinformation over a long period of 
time? 

Based on these questions, we defined protocols for the review. 
We included the following electronic databases: Google 



 

Scholar, Web of Science database, IEEE Xplore, Science 
Direct, arXiv, and ACM Digital Library, ACL Anthology, and 
Springer. These sources are chosen because of their 
comprehensive literature in this field. ArXiv is also included 
because some papers are published only at this open-access 
repository of preprints. To ensure a comprehensive review of 
the literature, we focused on publications from 2013 to 2023, as 
this is a rapidly evolving field with a large number of 
publications. In order to narrow down our selection, we 
excluded papers that were deemed too similar to other works or 
did not make a significant contribution to the field. We also 
defined the following inclusion criteria: 1. The main objective 
of the paper must be investigating ways to combat different 
types of misinformation. 
2. Included items must be scholarly research.  
3. Papers must be published in English.  
4. The research must be published as a journal paper, 
conference paper, a book chapter or an arXiv paper.  
 

We have conducted the search on the electronic sources listed 
above using the following strings: 

●  misinformation detection 
●  misinformation tracking 
●  misinformation veracity/stance classification 
●  mitigating the spread of misinformation 
●  combating/addressing misinformation 
 

It should be noted that the term "misinformation" is often used 
to broadly refer to false information, including intentionally 
false information like fake news. To ensure that our selection 
criteria focused on unintentionally false information, we 
specifically chose papers that addressed this issue. 

 

4. MANAGING ONLINE MISINFORMATION 
 

We divide the methods applied into three types: detection, 
verification, and mitigation. Each category is further divided 
into subcategories based on the available methods (see Table 
II). As shown in Table I and supported by our own analysis, the 
majority of research in this area tends to focus on identification 
techniques, with some attention given to verification methods, 
while mitigation strategies are often overlooked.  

 
4.1 Detection 
 

In this section, we will review papers on detecting 
misinformation to address several questions. These include: 
which methods have been employed for identifying 
misinformation? What public datasets have been utilized? and 
what types of misinformation have been examined? 
Additionally, we will explore the languages and platforms that 
have been studied in this area, as well as the features that have 
been utilized. 

 
Detection of misinformation aims to identify misleading 

claims using either an algorithm or trained artificial intelligence 
tools to classify the information [71]. Machine learning 

methods can serve as a classification tool for detection 
techniques. To train the artificial intelligence, some preferred to 
have a supervised approach with a pre-labeled training dataset 
[72] to differentiate between the misinformation from the 
various types of media (news articles and social media posts) 
while some use unsupervised deep learning to classify the 
misinformation into multiple categories to discover new 
features proper to the different types of misinformation [73]. 
Another branch of the literature focuses on the identification of 
the sources of misinformation [74] to simplify the 
misinformation detection protocols. One protocol proposes a 
two-step heuristic approach to find the most probable source 
[75]. This method can be extended to evaluate infected nodes 
and varied levels of confidence. Watine et al. [76] employ the 
Hawkes process to determine which social media community is 
influenced by which given a dataset of their posts. On a broader 
scale, this method could be used to evaluate how the 
information spreads on social media platforms and track down 
the source of misinformation and evaluate where and how it 
spreads. Once these sources are identified, it would be possible 
to tie them to blockchains that act as a certification stamp that 
can be seen by the browsers [77].  
 

TABLE II 

MANAGING MISINFORMATION: EFFECTIVE TECHNIQUES 
 

Technique Category 

Detection 

Content-based Features: Use the content itself, such as 

text, images, and videos and do not consider the users 

roles. 

User & Network Features: It detects misinformation by 
analyzing the role of users in spreading rumors as well 
as propagation patterns; how misinformation spreads 
among users. (user-based; network-based). Due to the 
fact that users alone cannot be used to detect 
misinformation, we consider all features relating to 
users and propagation structures in this category. All of 
them are in some way related to users. 
Hybrid techniques (Context and Content): It considers 
the content as well as social features and diffusion 
structure 

Verification 

Tracking: Relevant posts are gathered, and unrelated 
posts are filtered for potential misinformation 
Stance: assessing whether certain post support or 
contradict a claim 
Veracity: Predicting the veracity of misinformation 
Multi-task classification: Detecting, Tracking, Stance 
and Veracity classification. It detects misinformation 
first, then tracks them to verify their validity 

Mitigation 

User-based strategies: Identifying a set of users to 
broadcast counter messages 
Algorithm-based: Use an algorithm to pre-filter the 
information and send out the most suspicious pieces to 
experts for verification before they become viral 
Blockchain-based: Verify the primary sources of 
information using blockchains, facilitating the linkage 
between news and its sources 

 
Through our quick or primary review, we were able to 

identify that there are six key factors that are essential for 
detecting misinformation. These factors include features, 

6 

6 

6 



 

detection models, platforms, languages, topics, and types of 
misinformation. However, to gain a more comprehensive 
understanding of these factors, we needed to conduct an in-
depth analysis of relevant papers. Therefore, in this study, we 
attempt to extract these six factors from selected papers by 
carefully examining and analyzing the content. By doing so, we 
gain a deeper insight into the nature of misinformation and how 
it can be detected using these crucial factors. 
 
4.1.1 Content-based strategies  

User-Generated Content (UGC) is a term used to describe any 
content created by users, including texts, videos, images, 
reviews, live streams, and other forms of media. To identify 
misinformation within UGC, some techniques solely rely on the 
content-based features, including lexical, syntactic, and topical 
features, as well as writing styles [67], [78]. Classifiers can 
determine whether UGC is misinformation by using content-
based features. This article explores current applications to 
identify the content-based features utilized in detecting various 
types of misinformation, including rumor, conspiracy, and 
satire. Table III summarizes some content-based features used 
in papers that proposed techniques for detecting misinformation 
solely based on content. By examining the different techniques 
and approaches employed by each paper, we can gain insight 
into the various features and methods used to identify different 
types of misinformation. The table also indicates the dataset, 
platform, language, and models used by each paper to detect 
specific types of misinformation.  
 

According to Ye et al. [79] some conventional methods are 
mainly focused on feature engineering in dynamic and complex 
social media scenarios but fail to cover potential features in new 
scenarios as well as struggle to create elaborate interactions 
among significant features at a high level. In addition, 
Recurrent Neural Network (RNN) [80] based methods have 
also been shown to be unqualified for practical early detection 
of misinformation due to its bias towards the latest inputs. This 
led them to develop a novel method for detecting and 
classifying both truth and misinformation online early on. As a 
result of their approach, which is derived from Convolutional 
Neural Networks (CNNs) [81], A Convolutional Approach for 
Misinformation Identification (CAMI) can flexibly extract key 
features from a sequence of inputs and shape high-level 
interactions between those features, enabling effective 
identification of misinformation and practical early detection at 
the event level. It was unfortunate that they did not specifically 
point out any types of misinformation. They have validated the 
CAMI model using two large datasets from Twitter and Sina 
Weibo. In the case of a set of events, each event consists of a 
collection of microblog posts, and each microblog post has a 
timestamp. To automatically obtain key features of both 
misinformation and truth, an unsupervised method is used to 
learn the representation of input microblog posts, while a 
supervised method, CNN, is used to automatically obtain 
representations of input microblog posts. As compared to both 
conventional feature engineering methods and RNN methods, 
the novel approach was more effective. The model, however, is 

highly dependent on the training datasets as it performed 
differently on Twitter and Sina Weibo with accuracy rates of 
93% and 73%, respectively. 

 
In one study, a classifier was trained using a Generative 

Adversarial method without the need for a verified news dataset 
[82]. Combining Generative Adversarial Networks (GANs) 
[83] with Reinforcement Learning (RL) [84] algorithms 
resulted in high-quality and balanced representations of text for 
training. A key advantage of this technique is its explainable 
detection of rumors without the need for a verified news 
database; it also provides a powerful framework for identifying 
texture mutations; in addition, the model uses layered structures 
to avoid function mixture and to maximize performance. 
However, it falls short on explanations when it comes to 
identifying short sentences. 
 

Conspiracy-related publications show that the least amount of 
attention is paid to this type of misinformation. In 2020, Serrano 
et al. [85] leveraged user comments to identify COVID-19 
misinformation videos on YouTube using transformer-based 
models such as Bidirectional Encoder Representations from 
Transformers (BERT) [86], RoBERTa [87] that is a large-scale 
BERT. By extracting features from the first 100 comments on 
each YouTube video, they are able to detect misinformation 
more efficiently and more quickly than they would if they 
trained models on YouTube videos themselves. Labeling 
comments is easier and faster than labeling videos. They found 
that commentary on misinformation videos contains a 
significantly higher proportion of conspiratorial posts than on 
factual videos. This method has the limitations for example 
being highly dependent on comments, so that platforms should 
wait until each video gets an acceptable number of comments 
before training the classifier. Performing batch classification 
continuously in large-scale settings can be prohibitively 
expensive. For breaking news, this technique may not be very 
useful, since classifiers need to be updated. 

 
The analysis of the results indicates that textual features are 

the primary contextual features utilized by content-based 
detection techniques, with limited works considering other 
content types such as images. Content-based features are 
mainly based on the number of words, characters, and sentiment 
features. Emotional features have been considered in some 
works, but stylistic and psychology features have received 
limited attention. Recent studies have employed deep learning 
techniques and pre-trained embeddings to extract content-based 
features. Most of the studies focused on rumor detection, while 
conspiracy and satire received less attention. Satire was often 
categorized as intentionally false news and excluded from 
analysis. Furthermore, Twitter was the dominant platform for 
analyzing user-generated content, and English was the most 
analyzed language. Overall, the analysis suggests that there is 
ample room for further investigation into the use of non-textual 
features, temporal modeling, and the detection of different 
types of misinformation beyond rumor. 
 

7 
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TABLE III 

SUMMARY OF CONTENT-BASED STRATEGIES FOR DETECTING MISINFORMATION 

 
 
 
 

 

Paper Content Features Model Platform 
/Language 

Dataset/ 
Topic Type 

[88] 

Textual feature: using Word2Vec 
# exclamation/question mark 

# words /characters; # positive/negative words 
# URL /@/Hashtags, Emoji, uppercase char; 

# shares; Sentiment score 
Visual feature:  VGGNet (output of 2-19 layers) 

Long Short-
Term Memory 

(LSTM) 

Twitter/ 
Weibo/ 
English 

New 
Multimedia 

dataset 
(text and visual) 

Rumor 

[89] 

Textual feature: 
Ratio capital letters 

Stylometric features (# words, Question mark, 
Punctuations, Hashtags , URL, @, Emoji) 

Emotional triggers features 

Convolutional 
Neural 

Network 
(CNN) 

Twitter/ 
English PHEME Rumor 

[90] 

It considers title and content while ignoring URL 
# Characters 

# Words 
# Sentences 

# DistilBERT tokens 

DistilBERT Twitter/ 
English 

FakevsSatire; 
NELA-GT; 

Political news 
data 

Volkova_False 
news 

 

Satire 

[91] 
37 Stylistic Features 

10 Complexity Features 
15 Psychology Features 

One-way 
ANOVA test; 

Support Vector 
Machines 

(SVM) 

English 

Buzzfeed 
political news 

Burfoot & 
Baldwin 

 

Satire 

[92] Emotional and semantic features extracted by model 

Bidirectional 
Gated 

Recurrent Unit 
(Deep 

bi-GRU) 

Sina Weibo/ 
Chinese Weibo Dataset Rumor 

[93] 

Only tweets with image are selected. 
Object Features of image extracted from ResNet that 

is trained on ImageNet 
Place and Scene Features extracted from ResNet that 

is trained on Places365 
Hybrid Object and Scene Features extracted from 
ResNet that is trained on Places365 and ImageNet 
Image Sentiment extracted using CNN trained on 

VGG-19 
Textual features extracted by fine tuning BERT 

Vision and-
Language 

BERT 
(ViLBERT) 

and 
SVM for 

classifying 
tweets 

Twitter/ 
English 

MediaEval/ 
Covid19 Conspiracy 

[94] Automatic feature selection 
LSTM/ 

Introduce 
CallAtRumors 

Twitter/ 
Sina Weibo/ 

English 

Twitter and 
Weibo Rumor 



 

4.1.2 Social and Structure-based strategies  

Structure-based strategies focus primarily on how 
misinformation spreads, as well as the importance of users in 
facilitating the spread of misinformation. Similarly, to the 
previous section, we review all factors that impact on 
detecting misinformation using social and Structure-based 
strategies. Some studies separated diffusion features from 
user-based features, but we consider them all to be related 
from our perspective. Any feature that considers users, their 
characteristics, and their role in propagating information as 
well as the structure of the network will be included in the 
category of Social & Structure features.  
 

Most rumor detection methods rely on handcrafted features 
for implementing machine learning algorithms, which 
require tedious manual labor. However, some research has 
taken a different approach by detecting rumors through 
tracking changes in contextual information over time. Using 
RNN-based models Ma et al. [95] analyzed the change in 
contextual information of relevant posts over time in order to 
identify rumors at the event level. According to them, users 
dispute the truthfulness of a claim over time by posting 
various cues, resulting in long-distance dependencies. The 
results of experiments conducted on Twitter and Sina Weibo 
English data indicate that a RNN method is more efficient 
than rumor detection models that rely on handcrafted 
features. Moreover, Recurrent units and more hidden layers 
further improve the performance of the RNN-based 
algorithm, and it is faster and more accurate than existing 
techniques. On Twitter datasets, however, Support Vector 
Machines (SVM) [96] classifiers based on time-series 
structures continue to work better than RNNs.  

 
In 2021, a participant-level framework for rumor detection 

was proposed (PLRD) [97]. Based on the diffusion network 
of the post, the PLRD model learns fine-grained user 
representations, including susceptibility, influence, user 
temporal, and integrates these features into a unique 
representation of rumor based on feature-level and user-level 
attention layers. With PLRD, the spread of rumor is 
considered as well as the influence of all those involved in 
the propagation process. Additionally, it detects those who 
initiate rumors as well as those who propagate them. Rumors 
can also be detected very early using PLRD. However, it 
does not take into account sentiment or content features, and 
only considers user-level features. 

 
Early detection of misinformation, particularly rumor, is 

crucial for combating the spread and propagation of it. A 
multi-level early rumor detection model proposed by 
Nguyen et al. [98] evaluates potential rumors based on their 
abnormal behaviors, then they will be detected once they 
emerge. In the JUDO (Just-in-time rumor detection) model, 
the timing of the detection is crucial since timely detection 
can reduce the negative effects of rumor propagation, as 
already mentioned. In JUDO, anomaly scoring is done at two 
levels: first-order signals and high-order signals. When the 
former tracks anomaly signals individually, it incrementally 

computes an anomaly score for each element, whereas when 
the latter finds connected subgraphs with the maximum 
composite score, they will likely become rumors. Despite its 
advantages, this model has some limitations as well. It 
discards features associated with content for identifying 
rumors, for instance. It is also possible for the model to 
perform incorrectly when the user is only interested in 
rumors concerning a specific topic and is willing to sacrifice 
other topics to gain performance. By utilizing a topic-based 
filtering and monitoring tool, the model can be improved by 
exploring and aggregating topic information prior to lifting 
the data into the stream setting for rumor identification.  

4.1.3 Hybrid techniques  
In this section, we comprehensively review recent research 

papers proposing various innovative techniques for detecting 
online misinformation by considering content-based, user-
based, and network-based features (see Table IV).  

 
In 2013, to bridge the content semantics and propagation 

clues, a novel approach proposed for detecting rumors based 
on temporal, structural, and linguistic properties of rumor 
propagation [99]. To identify rumor or non-rumor topics 
based on tweets about the topic, they also built three 
classifiers using decision trees, random forests, and SVM. 
Later, a graph-kernel based hybrid SVM classifier was used 
by [100] that considered semantic features as well as 
propagation patterns. This hybrid method takes into account 
the internal graphical structure of messages, rather than 
focusing solely on lexical or semantic properties. As a result, 
it provides a flat summary of the propagation patterns of 
messages, such as the relation between reposts and their 
authors. Ma et al. proposed [101] a neural rumor detection 
approach based on recursive neural networks (RNNs). Based 
on recursive neural networks, they developed a bottom-up 
and top-down tree structure model to generate better 
integrated representations for rumor detection. Twitter 
datasets are used for experimental evaluation, which contain 
sets of widely spread source tweets as well as the propagation 
threads (replies and retweets). In spite of the fact that the 
proposed method is effective for detecting early stages of 
diffusion and it considers both structure and content 
semantics, it ignores the user's characteristics. 
 

There have been several papers published in 2020 
demonstrating the effectiveness of hybrid approaches in 
detecting rumors. A novel approach was proposed by [102] 
to detect rumor spread through the use of sequential 
classifiers and homophily assumptions. The first step is to 
build a friend network based on the follow-followers 
relationship. Afterwards, this network is encoded with the 
node2vec algorithm. To extract higher-level representations, 
the conversation structure is also used to process text 
information and user feature information. Finally, rumor 
detection is based on the fusion of information from all three 
components.  With the use of this model, early detection of 
rumors is achievable with satisfying results. However, it is 
important to note that this approach was exclusively tested 
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on Twitter, and the classification is only applicable to tweets 
that have a high frequency of retweets. 

 
In addition, Alkhodair et al. [47] introduced a method for 

detecting breaking news rumors about emerging topics. The 
study believes that emerging rumors can be perceived as true 
or false later, and do not necessarily have to be false when 
they are first detected. The proposed model considers both 
content and social features. A combined skip-gram-
word2vec model is used to get word embedding from the 
training corpus. A Long Short-Term Memory (LSTM) [103] 
hidden layer is built by passing a sequence of vectors through 
a stack of weighted connections. When the LSTM model 
reaches its last time step, the predicted class is calculated as 
the output vector. With this model, breaking news rumors 
can be accurately identified based on a post's text alone. Over 
time, however, the model does not explicitly remember that 
emerging posts that are flagged as rumor could later be 
classified as non-rumors. 

 
First work that focused on untrue rumors, which are used 

to denigrate, was done by Sangwan and Bhatia [104]. 
Denigration is a bullying tactic that destroys a person's 
reputation by spreading vulgar, cruel, derogatory, untrue 
rumors or mean. The most common use of this technique is 
to defame and discredit public figures including politicians 
and celebrities through rumorous stories, pictures, and 
videos. The purpose of this study was to propose a model for 
detecting potentially harmful posts (rumors) that denigrate 
bullying candidates. In order to confirm a case of 
denigration, the user profiles of these posts were examined. 
To uncover denigration, the model used three different 
categories of features such as text-based features, content-
based features, and user-based features. Swarm-based wolf 
search algorithm was used to optimize the term frequency-
inverse document frequency (TF-IDF) feature set, thereby 
reducing divergence and improving generalizability of the 
learning model. A classification model was built based on 
these optimal textual features as well as other content- and 
user-based features. There have been many studies using 
Twitter for experimentation, but this one used comment 
posted on Instagram photos as well as global celebrities’ 
tweets and world leaders’ tweets. 

 
In 2021, using a feed forward neural network a propagation 

path aggregation model was proposed for rumor detection 
that integrates propagation structures and semantics of 
rumors rumors [105]. Rumor propagation is modeled as an 
independent set of paths, each representing a different 
context for talking about sources. By aggregating all paths, 
the propagation structure is represented. Furthermore, stance 
patterns in response propagation trees are captured using a 
neural topic model in Wasserstein autoencoder (WAE) 
framework without source posts. This model has the 
advantage of requiring fewer parameters and training 
quickly. Furthermore, the pre-trained neural topic model 
facilitates the use of unlabeled data in propagation path 
aggregation, especially when labeled samples are limited or 

rumors are spread early. User characteristics, however, are 
not considered in the proposed model. 

  
An unified framework called ESODE was developed for 

rumor detection that integrates entity recognition, sentence 
reconfiguration, and ordinary differential equations [106]. 
Rumor texts are semantically analyzed using entity 
recognition. The next step is to reconfigure the sentence to 
improve the frequency of important words. Statistical 
features from three perspectives are collected in order to 
establish the complete feature map: linguistic features, 
characteristics of users involved in the propagation of 
rumors, and propagation network structures. Lastly, rumors 
are detected with the ordinary differential equation network 
(ODEnet). Besides considering linguistic features on the 
content of rumors, the proposed approach also takes into 
account characteristics of the users who propagate rumors, 
as well as the propagation network structures. In spite of the 
fact that this method includes user characteristics such as age 
and gender, it may not perform well if most users do not input 
a precise date of birth or gender. 

  
Tu and his colleagues [107] developed Rumor2vec as a 

framework for rumor detection that combines text 
representations with propagation structures to identify 
rumors. A "union graph" that integrates multiple independent 
propagation trees was introduced first. Based on Twitter 
structure, the propagation tree can be modeled as a tweet 
cascade, which occurs when a tweet is published and then 
retweeted by another user. Two branches are included in the 
proposed framework: a text branch and a node branch. To 
extract high-order features from the transformed propagation 
sequence and the source tweet, CNN-based models are used 
in both branches. The final result represents a probability 
distribution over the corresponding set of classes. It is also 
noted that rumors posted by new users have no 
corresponding point in the union graph, and only their textual 
content is available. As a result, the model is reduced to one 
that uses only text. 

  
Backward Compression Mapping Mechanism (BCMM) is 

another approach for early rumor detection [108]. It 
considers three categories of features as follows: 
I) Textual features such as the representation of the entire 
post sentence and enhancing individual words and 
sentiments; II) Network-based features including the 
topology network attribution of the distribution graph of 
posters; III) Social features including the number of 
followers, following, replies and repost, etc. By combining 
BCMM with gated recurrent units (GRU), post content, 
topology networks, and metadata extracted from post 
datasets are represented. The model is highly effective and 
accurate at predicting early-stage events within a short period 
of time. Nevertheless, it only considers single-layer social 
network topology architectures, not multi-layer social 
network topology architectures (i.e., the relationship 
between multiple social network communities and online 
and offline networks).
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TABLE IV 

SUMMARY OF HYBRID-BASED STRATEGIES FOR DETECTING MISINFORMATION 

Paper Features Model Platform 
/Language 

Dataset/ 
Topic Type Content User Network 

[109] Sentiment 
# Followers 
# Favorites 

verified user 

Poster 
Responder 
replies per 
user/ all 
replies 

Graph 
Convolutional 

Network 

Twitter/ 
English 

Rumor 
Spreaders 
Dataset 

Rumor 

[110] 

12 features ( Fully 
presented in Table 

VI) 
Average text length 
Average sentiment 

score 
% of enquiry tweets 

13 features (Fully 
presented in Table 

VI) 
Average # friends 

Average # followers 
Average # posts 

Average # reposts 

6 features 
Fully 

presented in 
Table VI) 

max depth of 
propagation 

tree 
max depth of 
propagation 

tree / # tweets 

Separable Conv 
LSTM 
SENet 

Gradient 
Boosting 

Decision Tree 
(GBDT) 

Twitter/ 
English PHEME Rumor 

[111] Text Feature User engagement 
Timestamp 

Propagation 
features 

linear and non-
linear 

propagation 
(RDLNP) 

Twitter/ 
English 

PHEME 
Rumor- 

Eval 
Rumor 

[112] 

word embedding to 
get 

word and phrase 
semantics. 

word co- occurrence 
relationship 

 
Users and 

their 
interactions 

k-Means BERT 
Louvain greedy 

community 
detection 
algorithm 

Reddit/ 
4Chan/ 
English 

Covid19 
conspiracy-

theory 
Conspiracy 

[113] 

Word Vectors: 
Wor2Vec 

Part of speech tags: 
# Occurrences of a 
certain POS tag in a 

tweet 
Ratio of capital 

letters 
Word Count 

-Question Mark 
Exclamation Mark 
Use of the period 

# Tweets 
#  Listed Count 
Follow Ratio 

Age 
Verified 

 
Conditional 

Random Fields 
(CRF) 

Twitter/ 
English 

PHEME 
 Rumor 

[114] 

GloVe embeddings 
Subjectivity cues 
Psycholinguistic 

cues 
Moral foundation 

cues 

 

user 
interactions if 

someone 
mentions (@) 
another user 

LSTM, CNN Twitter/ 
English 

Volkova_ 
False news Satire 

[115] GLoVe embeddings No user identity Post, Replies 
& Comments 

Post level 
attention model 

Twitter/ 
English 

PHEME 
Twitter 15-

16 
Rumor 
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TABLE V 

MISINFORMATION FACT-CHECKING/DEBUNKING SERVICES 
 

Fact-checking 
service Description\Topics Covered Link 

Factcheck Promotes voter awareness and reduces deception and 
confusion in U.S. politics 

https://www.factcheck.org/ 
 

Snopes English Fact-checking Platforms; verifying and debunking 
urban legends 

https://www.snopes.com/ 
 

Politifact English Fact-checking Platforms; uses the "Truth-o-Meter" to 
rank the amount of truth in public persons' statements. 

https://www.politifact.com/ 
 

Fullfact A UK-based fact-checking organization that covers articles on 
the economy, health, education, crime, immigration, and law 

https://fullfact.org/ 
 

Factcheckhub 

An online English fact-checking website that combats 
misinformation, disinformation, hoaxes and rumors regarding 

a wide range of topics, such as the covid-19 pandemic, 
elections, the economy, health, security and governance. 

https://factcheckhub.com/ 
 

Hoaxy It visualizes and verifies the spread of claims on Twitter https://hoaxy.osome.iu.edu/ 
Washington Post 

Fact Checker Politicians rate statements https://www.washingtonpost.com/news/fact-
checker/ 

Gossip Cop Is a fact-checked service in New York City. it rates 0-10 to 
each article https://www.suggest.com/ 

Leadstories The site contains English email rumors on politics, religion, 
nature, aviation, food, medicine, and many other topics https://leadstories.com/ 

Mediabiasfactcheck 

The mission of this independent website is to promote 
awareness of media bias and misinformation. Through a 

combination of objective and subjective measures, human 
evaluators determine the level of factual reporting and the bias 

of media sources. 

https://mediabiasfactcheck.com/ 

Truth or fiction 

The site contains English email rumors on politics, religion, 
nature, aviation, food, medicine, and many other topics. 

Originally focused on internet hoaxes and rumors, it has now 
expanded to include general fake news. 

https://www.truthorfiction.com/ 

Scmp global conversation about China https://www.scmp.com/ 

Apnews 

It covers U.S. News; World News; Politics; Sports; 
Entertainment; Business. 

Technology; Health; Science; Oddities; Lifestyle; 
Photography; Videos 

https://apnews.com/ 

Tweet Cred It is a real-time, web-based system for assessing the credibility 
of Twitter content Chorome extension tool 

Twitter Trails Tracks the trustworthiness of Twitter stories http://twittertrails.com/ 
Fatabyyano Arabic fact-checking website https://fatabyyano.net/ 

Misbar Arabic fact-checking website https://misbar.com/ 
AAP FactCheck Australian Associated Press https://www.aap.com.au/factcheck/ 
Rumorscanner Bangladesh Associated Press https://rumorscanner.com/ 

Décrypteurs It is a Canadian website for fact-checking false information. It 
is in French/English https://ici.radio-canada.ca/decrypteurs 

Pagella Politica Italian fact-checking service https://pagellapolitica.it/ 
FactCheckNI Northern Ireland’s fact-checking service https://factcheckni.org/ 

Truth Googles 

The service provides fact-checking at the point of media 
consumption. Viewing content through various "lenses" of 

truth will give readers a more critical approach to even their 
most trusted sources. 

https://www.media.mit.edu/projects/truth-
goggles/overview/ 

FactWatcher A variety of facts, such as situational facts, one-of-the-few 
facts, and prominent streaks, are considered https://idir.uta.edu/factwatcher/ 
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4.2 Verification 
This section will concentrate on comprehensively 

reviewing academic papers related to the verification of 
misinformation. We will address several questions regarding 
this topic, such as: What methods have been employed to 
verify misinformation? What types of features have been 
utilized in this field? Which categories of misinformation 
have researchers investigated? What public datasets have 
been used in the study of misinformation? Which languages 
and platforms have researchers examined in this domain? 
What are the strengths and weaknesses of the proposed 
techniques for verifying misinformation? 

 
An important step in dispelling misinformation is to verify 

and fact-check once it is detected. The time-consuming 
process of fact checking makes it nearly impossible to match 
the speed of social media [57]. Veracity assessment is 
intended to determine if a particular misinformation or rumor 
can be dismissed as false or true or whether it still requires 
investigation. Compared to other types of misinformation, it 
is mostly used for rumors. The Veracity Assessment has 
begun by [116] using real-world events. The author does not 
directly address the issue as a veracity assessment problem, 
but rather as a credibility assessment problem. In order to 
evaluate a message's credibility, in addition to message-
based factors, topic-based factors, user-based features, and 
propagation-based factors were taken into account by the 
authors. In terms of message-based features, the authors 
considered two categories: Twitter-independent features 
(such as length, exclamation points, and sentiment words) 
and Twitter-dependent features (such as hashtag, re-tweet). 

 
The verification process can be carried out manually or 

automatically. Fact-checking experts can verify claims 
manually, and there are fact-checking websites and systems 
that can be used [27]. A list of debunking/fact-checking tools 
is provided in Table V along with details. In addition, several 
fact-checked corpora were published, such as CREDBANK 
[61], Check-worthy [117], and RumorLens [118]. In order to 
create CREDBANK, more than 1 billion tweets were tracked 
in real time over a period of more than three months. 
CREDBANK is a collection of tweets, events, topics, and 
related human credibility judgements. 
 

Manual fact-checking is not feasible due to the 
proliferation of information on social media.  Scalability was 
addressed by developing automatic fact-checking techniques 
[119]. In a misinformation verification system, four tasks are 
generally performed: detecting, tracking, stance, and 
verifying. Typically, these tasks start with detecting 
unverified information and end with determining the 
estimated veracity value of the information; however, 
depending on requirements, some of these tasks may not be 
needed. For example, some works focus on a tracking [120], 
stance classification [121], verification [122], some others 
consider techniques that combine multiple tasks [73]. 
According to Zibizaga et al. [123] all four tasks were 
reviewed deeply, while in this section, we summarize papers 

describing at least one of the tasks or all of them for verifying 
online misinformation. 
 
4.2.1 Misinformation Tracking 

Tracking tasks collect and filter posts that discuss 
misinformation once it has been identified. By monitoring 
social media for posts discussing the misinformation, the 
tracking task is able to find postings that discuss the 
misinformation while eliminating irrelevant posts [123]. In 
other words, the output involves collected posts responding 
to misinformation rather than classifying it. The collected 
posts need to be labeled as either related or unrelated to a 
specific misinformation topic through annotation. [69].  

 
The idea of using supervised machine learning to assess the 

relevance of new posts to detected rumors was first proposed 
by [45]. Despite this, the scientific literature does not contain 
much research on rumor tracking. Three types of features 
were considered by Qazvinian et al. for identifying rumors 
correctly (Network-based features, content-based features, 
and microblog-specific memes). Additionally, they 
published an annotated dataset with 10K tweets categorized 
as Rumor, Non-rumor, Believe, Deny/doubtful/neutral. 
Additionally, Hamidian and Diab [124] built decision trees 
based on data in the work done by Qazvinian et al. A number 
of pragmatic attributes were also added to Qazvinian's 
features, such as entities, events, sentiments, and emoticons. 
Recently, it has been proposed to use an ensemble model 
based on reinforcement learning to track rumors (RL-ERT), 
which aggregates multiple components, uses a weight-tuning 
policy network and exploits social characteristics to improve 
the performance [120]. The model demonstrates superiority, 
robustness, and effectiveness compared to other models. 
 

Rumor tracking has not paid much attention to emerging 
rumors. Jaidka et al. [125] introduced a system called 
SocialStories based on incremental clustering to detect fine-
grained stories within broader emerging topics on twitter. 
New text-based and time-based features were extracted using 
an incremental clustering method, that compares incoming 
tweets with existing stories and identifies emerging stories. 
An important contribution of this work is the development of 
text-based similarity calculation metrics, including an 
inverse cluster frequency similarity metric, as well as time-
specific metrics that enable old entities to decay with time 
and maintain the homogeneity and freshness of stories.  
 
4.2.2 Stance Classification 

Posts associated with a misinformation are classified by 
their stance, indicating whether they support it, deny it, 
question it, or just comment (unrelated or unknown) on it. 
The veracity of a misinformation can be determined by the 
stance users have towards the misinformation; research has 
shown that misinformation that is greeted with more 
skepticism, such as denials and query responses, is more 
likely to turn out to be false later, while confirmed truths are 
generally greeted with affirmation [126].  
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Initially [45] annotated tweets as supporting, denying, or 
querying rumors. Later on, [127] suggested that the 
annotation scheme be expanded to four labels by adding an 
additional label, commenting. In misinformation 
verification, stance classification is the most difficult step 
[73]. Two reasons account for this: Four-way classification 
problems are inherently more difficult than binary 
classification problems, and imbalanced data makes them 
more difficult. Also, stance classification is more difficult 
than tracking. Taking into account the whole sentence is 
necessary when classifying stance. It is possible to classify 
posts together in the tracking task by filtering out obvious 
keywords, but stances are related to the semantic meaning of 
the whole sentence and are therefore more difficult to 
classify. An approach for detecting stances towards pre-
chosen targets on Twitter has been introduced in SemEval-
2016 task 6 [128]. Two tasks were formulated: Task A 
determines whether tweets are favoring, opposing, or neutral 
towards five targets (Atheism, Climate, Feminism, Hillary, 
Abortion). In Task B, participants are required to detect 
stances towards an unlabelled target while no training data is 
provided for this target.  
 
4.2.3 Multi-task classification techniques 

It is extremely challenging to determine whether each post 
makes a disputed factual claim or not. In some cases, 
misinformation may be detected accurately, while in others, 
it might be mistakenly identified as such. It is possible that 
some others remain unconfirmed. This process of 
automatically resolving misinformation can be broken down 
into smaller components known as pipelines, which include 
detecting, tracking, stance, and finally determining its 
veracity. By aggregating the evolving, collective judgments 
of users, these works believe that a classification system can 
assist track a misinformation’s veracity status as it is exposed 
to this collective decision-making process [60]. The purpose 
of this section is to provide an overview of classification 
systems that bring together some of the components needed 
to create a system of this type. For verifying misinformation, 
previous sections focused on solo-task systems, but this 
section discusses multi-task systems. 

 
Users can be warned that information in postings that may 

turn out to be false through a rumor detection system that 
detects posts whose veracity status is uncertain early on 
[129]. Liu et al. introduced Reuters Tracer, A system that 
detects and verifies news events on Twitter algorithmically 
in a timely manner [130]. Experimental results show that 
Reuters Tracer is able to uncover most breaking news stories 
faster than traditional Reuters reporting tools and most global 
media outlets. The system, for instance, detected the Brussels 
airport attacks 11 minutes after the first bomb went off. They 
said they were 8 minutes ahead of Reuters and Globally or 
locally, no media can match their speed.  
 

For some multi-task classification techniques, each step in 
the process of rumor verification is developed as a separate 
component and then feeds into the next. On the other hand, 
[131] proposed a multi-task learning approach (2-3 tasks) 

that allows the main and auxiliary tasks can be trained 
together, resulting in improved rumor verification 
performance. Four different scenarios were used to assess the 
effectiveness of a multitask learning approach for rumor 
resolution: (A) Veracity classification using single task 
learning; (B) Combining stance and veracity classification to 
improve veracity classification; (C) Combining detection 
and verification tasks; (D) Combining all tasks: detection, 
stance and veracity. As a result of comparing two tasks from 
the verification pipeline, they found that joint learning 
outperforms single-learning rumor verification. Performance 
is further improved when all three tasks are combined. 
 

An integrated framework for rumor detection and stance 
classification has been proposed by [132]. They used deep 
neural networks to train both tasks jointly while each task 
retaining the ability to learn task-specific features 
independently. For stance, they considered four classes, 
including Support and Deny, Question, and Comment. Using 
news reports and real-world tweets, the experiment has 
demonstrated that compared with many strong baselines, the 
multitask approach consistently outperforms them in both 
tasks, suggesting a better strategy than training these rumor-
related tasks individually with a multi-task architecture. 
 

There was also a multi-task learning approach for detection 
and stance classification of rumors published in 2019 [133] 
In this model, user credibility information is incorporated 
into the rumor detection layer, and unlike the approach 
proposed by [101], the attention mechanisms are used for 
rumor detection process. They derived the credibility 
information from various user profile features, such as: is it 
a verified account? Does the profile include location 
information? Does the profile have a detailed description? 
 

A Variational Autoencoder-aided Multi-task Rumor 
Classifier (VRoC) proposed by Cheng et al. [73] that 
combines all four components (detector, tracker, stance, 
veracity) for rumor verification. The VRoC system uses a 
variational autoencoder to create rumor classification at the 
tweet level. It uses Bidirectional-LSTM (Bi-LSTM) [134] 
for classifying and it is able to classify previously seen or 
unseen rumors. Furthermore, it is efficient in terms of 
parallel computing and rumor detection speed. 

 
4.3 Mitigation 

In spite of an extensive research effort devoted to detecting 
misinformation and creating automated systems for checking 
credibility and verifying social media content, online 
misinformation spreads like wildfire [14]. Numerous 
scholars hold the opinion that misinformation will always 
exist on social media, and therefore, their focus is on 
reducing its negative impact rather than eliminating it 
entirely. This section will examine various techniques and 
their attributes proposed for minimizing the further spread of 
misinformation on social media. There are various strategies 
that can be employed to limit the spread of misinformation, 
including disseminating debunking and counter messages 

14 



13 

through users, analyzing the patterns of information 
dissemination, and exploring innovative techniques for 
verifying primary sources of information. It is crucial to 
adopt such measures to effectively address the persistent 
challenge of online misinformation. 
 

4.3.1 Debunking strategies 
For misinformation mitigation, one strategy is to categorize 

users based on their beliefs and scientific knowledge about 
the rumors and isolate posts from those who spread the 
rumors [135]. The main problem here is that the user's 
opinions may vary depending on their social neighbors. 
Another way to combat misinformation would be to find 
people who are willing to broadcast counter messages to 
limit the number of people believing it [14]. It would be best 
if these people were experts in the field to ensure the message 
is conveyed clearly and convincingly. 
 

4.3.2 Algorithm-based strategies 
An alternative approach suggested in a paper is to employ 

the algorithm called (curb) to detect problematic content 
before it is posted on social media. While this method proves 
effective as an initial barrier, it is not comprehensive on its 
own and may generate numerous false negatives. [136]. On 
this same idea of banning content, there is also a proposition 
by Marco Amoruso that involves a two-step heuristic 
approach to first identify the misinformation and then 
monitor its spreading nodes in the network. This approach is 
very scalable with the size of the network under study, but it 
was not tested on cases where the spreading nodes were only 
identified with a certain level of confidence [75]. 
 
4.3.3 Blockchain-based strategies 

Blockchain technology is an emerging approach to 
combating misinformation by providing a certification 
mechanism for verifying the authenticity of primary sources 
of information [77]. Although the absence of a blockchain 
certification does not necessarily imply that the source is 
providing false information, the presence of a certification 
blockchain could help in identifying false information. This 
is because blockchain technology provides a secure and 
tamper-proof record of the original source, making it 
difficult to alter or manipulate the information. 

 
However, the use of certification blockchains also raises 

several concerns. One concern is who would be responsible 
for generating these certification blockchains, and how can 
we ensure that the individuals or organizations entrusted with 
this task can be trusted? Another concern is the possibility of 
individuals forging valid blockchains to certify false 
information. It's important to note that the effectiveness of 
using certification blockchains in combating misinformation 
is still hypothetical and has not been measured by any 

 
1  https://developer.twitter.com/en/docs/twitter-api 
2  https://developers.facebook.com/docs/ 

metrics. Thus, it's crucial to either apply these suggestions or 
find a new method that is easy to apply in order to mitigate 
the spread of misinformation. 

 
4.4 All considered features 

In this section, we present a comprehensive list of features 
that have been identified in the literature as useful for 
addressing online misinformation. The features have been 
classified into distinct groups, including content, user, and 
network, and can be implemented through a variety of 
Detection, Verification, and Mitigation techniques (as 
outlined in Table VI). It should be noted that while previous 
studies have also explored features for identifying 
misinformation, our survey has covered a significantly larger 
number of features compared to those studies (e.g., [66], 
[137]). This emphasizes the criticality of employing a more 
comprehensive and nuanced approach to address the 
problem of online misinformation effectively. 

 
4.5 Platforms 

Social media platforms have a significant impact on the 
dissemination and management of misinformation. 
However, due to variations in user demographics, platform 
structures, content, objectives, anti-misinformation 
strategies, data accessibility, and popularity across different 
regions and among diverse audiences, proposed techniques, 
and interventions for addressing online misinformation may 
not be universally applicable. The purpose of this section is 
to identify the most frequently used social media platforms 
in academic research, in order to assess the level of attention 
that each platform has received. This analysis can help 
identify which platforms have been understudied and which 
have been more closely examined, enabling researchers to 
better understand potential gaps in the literature and identify 
areas of interest for future investigations. 

 
Researchers can access social media platforms, collect 

data, and store it by utilizing application programming 
interfaces (APIs). [138]. The Twitter platform is frequently 
used due to its public nature by default and accessibility of 
users' profiles by non-users as well. A Twitter API1 enables 
researchers to retrieve public Twitter data that users choose 
to share with the world. APIs are also available for 
Facebook2, Sian Weibo3 and Reddit4 that make their data 
accessible. Facebook has almost the most users (2.9 
Billion5), but collecting data is challenging due to its fenced-
off nature. While some Facebook profiles are publicly 
accessible, many users use privacy settings to restrict access. 
According to the distribution of research findings shown in 
Fig. 3, Twitter is the most widely studied social media 
platform, followed by Sina Weibo and YouTube. In contrast, 
Reddit and Instagram have received comparatively little 
attention. Some studies have also considered WhatsApp 
[139] and Telegram [122], [140].

3 https://open.weibo.com/wiki/API%E6%96%87%E6%A1%A3_V2/en 
4 https://www.reddit.com/dev/api/ 
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TABLE VI 

FEATURES CONSIDERED FOR COMBATING MISINFORMATION 
 

Level Features 

 

Level Features 

Content 

Time-orientation (Verb tenses) 

User 

User originality 
Topic Verified users 

Writing style Description or bio 
Formality & Sophistication of posts Personal picture; Profile Logo 

Inferring & tentative words Gender 
Opinion & insight words Age 

Punctuation Education level 
Likes User Controversiality 

Comments Role 
Shares # Follower 

Sentiment score; Sentiment word # Following 
# Mentions User influence (# follower / # following) 
Text length # Posts 

% Enquiry posts # Reposts 
% Posts with hashtags Favorites 

% Posts with question marks Engagement 
% Posts with exclamation marks # Lists a user belongs to 
% Posts with pictures or videos Time between the first post & registration 

% Posts with URL Average time interval between posts 
Word and phrase semantics Average days that a user’s account exists 

Verb quantity # Posts per day 
Word length # Comments 

Character Length Days since registration for influential accounts 
% Pronouns; # different pronouns Location 

# Uppercase characters Virality 
Contains of Emoji Source credibility 

Positive/negative words 

Network 

Network Diameter 
Ratio of capital letters Low-to-high diffusion fraction 

Use of Period % Nodes in largest connected component 
# Emotion words Ratio of depth to breadth on average 

# Stop words New user ratio 
# Quotes Original posts ratio 

# Interrogatives % Posts including links to outside sites 
# Comparison words % Isolated nodes 

# Adverbs/ Adjectives Max depth of propagation 
# Causal words Max depth of propagation / # Posts 

# Discrepancy word # Leaf nodes / # Posts with responsive 
# Tentative words Source-tweet timestamp 
# Certainty words Timestamp of reactions to source tweets 

# Differentiation words In-degree 
# Affiliation words Out-degree 

# Risk words Clustering coefficient 
Visual Features Key nodes 

Hashtags User's role in the network 
Source tracking Interaction patterns 
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5. PUBLIC DATASETS 

 
Datasets are an essential component of addressing 

misinformation through a variety of techniques, particularly 
in machine learning and deep learning-based approaches that 
rely on high-quality training data. However, obtaining data 
from all social media platforms is a complex task, and the 
effectiveness of a dataset from one platform may not 
necessarily transfer to another due to differences in structure, 
content, users, and techniques. Additionally, some datasets 
may only contain post content, while others may incorporate 
social and network-based features, creating further variations 
in the types of data available for analysis. 

 
Language is also an essential factor to consider when 

addressing online misinformation, particularly in content-
based models. However, the majority of existing methods 
have only been tested on English-language content, limiting 
the scope of their applicability. To address this gap, our 
survey differs from related surveys in several ways. First, we 
discuss most of the publicly available datasets for detecting, 
verifying, and mitigating misinformation, rumor, conspiracy 
theories, and satires. Second, we have separated datasets that 
contain only content from those that include propagation and 
social features, providing a more detailed analysis of the 
available data. Third, our survey includes 53 datasets, 
making it the most comprehensive source of available 
datasets. Finally, for all datasets, we provide links to public 
repositories, language, multimodal type, size, a short 
description, as well as labels for those that are annotated. 

 
A study by D'Lizia and colleagues in 2021 [141] reviewed 

and evaluated datasets for detecting fake news, which they 
defined as "all forms of inaccurate, misleading, or false 
information, designed, presented, or promoted with an intent 
to harm the public or to profit from it," including rumors, 
satire, and conspiracy theories. Our survey is one of the 

richest surveys on misinformation's datasets as we reviewed 
53 datasets into two different categories (content and 
structure-based), making our study one of the most 
comprehensive to date (see Tables VII-VIII). Our survey fills 
a crucial gap in the literature, providing researchers and 
practitioners with a more extensive understanding of the 
available datasets for addressing misinformation and 
highlighting the importance of considering language and the 
types of data included in these datasets for effective analysis.  

 
The PHEME dataset is a widely used dataset for research 

on rumor detection. The dataset was developed in a study by 
Zubiaga et al. [113], which aimed to create a multilingual 
dataset to facilitate research on rumor detection in different 
languages. The dataset includes 4,842 tweets from 330 rumor 
threads, covering nine different newsworthy events. An 
additional investigation on the PHEME dataset examined 
five breaking news events and included 1,972 rumors and 
3,830 non-rumors [142]. The availability of the PHEME 
dataset has allowed researchers to develop and test different 
approaches for detecting rumors in social media. By 
including both true and false rumors, as well as unverified 
information, the dataset provides a realistic representation of 
the types of information that can be found on social media. 
Furthermore, the inclusion of multiple languages allows 
researchers to investigate the effectiveness of different 
methods across languages, which is particularly important 
given the global nature of social media. 

 
RumorEval is another dataset used for detecting and 

verifying rumors. It was introduced as part of task 8 of the 
SemEval-2017 competition [143] and consists of 325 tweet 
threads. Later, it was upgraded to RumorEval 2019 [144] 
which includes English, Russian, and Danish tweets 
annotated for the detection and verification of rumors. 

 
The PHEME and RumorEval datasets share a number of 

notable events, such as the Ferguson unrest, Sydney hostage 
situation, Ottawa shooting, and Germanwings plane crash. 
However, they differ in their annotation levels. PHEME 
provides three levels of annotation: firstly, threads are 
classified as either rumors or non-rumors; secondly, rumors 
are categorized as true, false, or unverified; and finally, 
stance classification at the tweet level is performed using 
crowd-sourced annotations on a subset of threads used in 
RumorEval. On the other hand, RumorEval offers 
annotations at both the thread and tweet levels and is 
available in English, Russian, and Danish. The PHEME 
dataset, available in English and German, provides 
annotations solely at the thread level. This variation in 
annotation types and languages offers researchers the 
opportunity to evaluate different rumor detection and 
mitigation algorithms across a wide range of languages. 

 
Overall, the availability of these datasets has significantly 

improved research in the area of rumor detection, 
verification, and mitigation, and they continue to serve as 
important resources for researchers in this field. 

 

 
 

Fig. 3. Platform Distribution in Misinformation Research 
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6. DISCUSSION AND FUTURE WORK 
 
After conducting a comprehensive review of the available 

literature, we have pinpointed several noteworthy 
shortcomings in the existing systems designed to tackle 
online misinformation. These limitations include:  

 
Heavy reliance of detection techniques on training 

datasets: Detection systems based on machine learning and 
deep learning techniques are highly dependent on training 
datasets, which may not be effective in coping with breaking 
news or diverse types of misinformation. There is a need for 
specific and precise datasets that are annotated by experts in 
the related domain, which is challenging to obtain in real-
time breaking news situations. 

 
Diversity: Social media platforms are used by people from 

diverse backgrounds, languages, and cultures, and 
misinformation can be targeted at specific communities or 
regions. It requires a deep understanding of local contexts 
and specific datasets to effectively tackle misinformation, 
which may not be readily available in the public domain. 
Moreover, no multilingual annotated dataset which is 
applicable for most languages exists. 

 
Various types of misinformation: Many public datasets do 

not have a precise definition or explicit difference between 
various types of false information. They may broadly 
categorize content into misinformation or fake news, which 
is not effective in detecting different types of 
misinformation. 

 
Bias: Algorithms used for early detection of 

misinformation may inadvertently amplify it, highlighting 
the need for tracking and verification of misinformation. 

 
Then, there is a need for tracking, verification of 

misinformation, but it also has own limitations. Effective 
verification of misinformation requires tracking its diffusion 
and monitoring user performance in disseminating news. 
However, respecting user privacy can make it challenging to 
track the source of misinformation and identify individuals 
responsible for spreading it. Moreover, even with detection 
and verification techniques, misinformation may still remain 
and erode trust in institutions, media, and experts. Mitigation 
techniques are required to counter them and address their 
impact on society.  
 

Overall, intervention-based solutions have higher efficacy, 
but the models are more difficult to fit, requiring more data 
and are applicable in fewer situations. We conclude that a 
multitask technique is required for detecting, verifying and 
then mitigating propagation over social media platforms. We 
also identified persistent challenges to successfully 
identifying a set of best approaches for mitigation and 
prevention. Chief among these is the lack of a topic-sorted 
and labeled standard dataset that can help to identify off-
topic misinformation. In addition, those techniques that only 
consider content-based or user-based or network-based 

features are less successful and reliable than those based on 
hybrid features techniques. In addition, many of the 
techniques suggested operate solely on text-based content, 
despite the fact that social media platforms also contain 
shared content in various other formats, such as images, 
audio, and video. The vast majority of published articles on 
misinformation are aimed at detection and verification, while 
a few are aimed at mitigation. A future survey can be 
conducted specifically to review the characteristics of 
mitigation-based techniques. Existing approaches to 
misinformation management are further stymied by 
structural differences between social media platforms. These 
differences make developing common solutions to 
mitigating false information using the proposed techniques 
challenging.  

 
7. CONCLUSION 

 
Through our six-step process, we were able to gain a 
comprehensive understanding of the current state of the field 
and identify potential avenues for future research: (1) we 
distinguished between intentionally false information and 
unintentional false information, which was critical for our 
study as it allowed us to categorize different types of 
misinformation accurately. This distinction helped us to 
identify the various forms of misinformation, including 
rumors, conspiracy theories, and satire; (2) we explored three 
perspectives on how to address online misinformation, 
including detecting, verifying, and mitigating. This allowed 
us to identify potential strategies and techniques for 
combating misinformation in different contexts. Our 
research showed that the most effective approach to 
combating misinformation involves a combination of these 
three perspectives; (3) we focused on identifying the most 
effective fact-checking services available for different 
languages and countries. Our research found that these 
services vary significantly in their effectiveness and that 
different services are more effective for different languages 
and countries; (4) we compiled and categorized 53 publicly 
available datasets that could be used to combat 
misinformation. These datasets can be used to train machine 
learning models that can automatically detect 
misinformation; (5) we analyzed the strengths and 
weaknesses of existing works on the topic. Our investigation 
uncovered the continued presence of considerable 
limitations. Despite the numerous methods proposed to 
combat misinformation, our findings indicate that they 
remain inadequate in fully addressing the issue; (6) finally, 
we identified the available features that could be integrated 
into approaches aimed at combating misinformation. Our 
research showed that these features include social network 
analysis, user modeling, and sentiment analysis. 
 
Overall, our comprehensive review of the literature on 
misinformation provides valuable insights into the current 
state of the field and identifies areas for future research and 
development. We hope that our work will contribute to the 
development of more effective and efficient strategies for 
tackling online misinformation.
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1 Using the Tweet IDs, you can query Twitter's API to retrieve the entire Tweet object, including tweet content and the author's metadata. 
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