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Social media platforms present a perplexing duality, acting at once as sites to build community 

and a sense of belonging, while also giving rise to misinformation, facilitating and intensifying 

disinformation campaigns and perpetuating existing patterns of discrimination from the physical 

world. The first step platforms take in mitigating the harmful side of social media involves 

identifying and managing toxic content. Users produce an enormous volume of posts which must 

be evaluated very quickly. This is an application context that requires machine learning (ML) tools, 

but as we detail in this paper, ML approaches rely on human annotators, analysts, and moderators. 

Our review of existing methods and potential improvements indicates that neither humans nor ML 

can be removed from this process in the near future. However, we see room for improvement in 

the working conditions of these human workers. 

 

Dealing with this problem is challenging due to the impracticality of manually removing toxic 

content, given the volume, velocity, variety of online material. Consequently, platforms have 

increasingly adopted moderation systems incorporating machine learning (ML) models. However, 

these models have limitations, including biases and discriminatory outcomes. As a result, some 

platforms have opted to engage human moderators in assessing content flagged as potentially toxic 

by ML models and making the final decisions. However, these systems still undeniably have 

limitations that require deep investigation. Therefore, this article aims to comprehensively review 

moderation systems for automatic toxicity detection in social media, emphasizing the need to 

understand their constraints. 



1. Toxic Language on Social Media 

 

Social Media platforms play a vital role in our daily lives by enabling users to stay in touch, express 

their views in real-time, and providing instant access to information. However, the smooth sharing 

of content, and the cover of anonymity on microblogging platforms along with the lack of 

normative cues in online interactions also contribute to the widespread dissemination of antisocial 

and toxic behaviours [1].  

The pervasive use of toxic language on social media has serious social implications. Individuals 

may hesitate to express their opinions or participate in discussions due to the fear of being targeted 

with harmful content. In severe cases, this phenomenon can lead to mental health issues and social 

isolation, particularly impacting teenagers. Toxicity sometimes co-occurs with hate speech, violent 

threats and can cross-over into the physical realm through doxing, swatting, or stalking. 

Manually removing toxic content is infeasible due to the sheer volume and multilingual diversity 

of online content. Human removal would require enormous staffing levels and expense, prompting 

the adoption of machine learning (ML) techniques as a viable solution. While ML models exhibit 

effectiveness in real-time content classification on a large scale, their performance is not without 

limitations, particularly in the context of toxic language [2].  

Toxicity detection models may confidently make incorrect predictions based on spurious lexical 

features. In addition, subtle wording similarities can lead to inaccurate outcomes, highlighting a 

significant concern: bias in modeling, training, and usage [3], [4]. This bias may result in 

discrimination against specific social subgroups, including Black users, women, and LGBTQI+ 

communities, in automated decision-making systems [5].  

 

Despite these technical limitations the urgent need to address anti-social online behavior has led 

platforms to frequently adopt moderation systems integrating ML-based models. These systems 

are used to identify potentially harmful content, and some platforms also involve human 

moderators to review flagged content and make the final decision. It is worth noting that human 

judgments are utilized for annotating training datasets to develop ML models. As a result, both 



ML techniques and human individuals ( moderators and annotators) remain crucial components 

for effective moderation systems in controlling online toxicity. 

 

This collaboration between humans and ML has constraints that necessitate a deep dive into 

potential causes of misidentification and poorly managed outcomes. Our aim in this article is to 

comprehensively review ML techniques designed for automatic toxicity detection, emphasizing 

the need to examine and understand their limitations in the dynamic and varied landscape of social 

media content. We categorize these methods into social, policy, and technical approaches, with a 

particular focus on technical solutions. We explore the potential of strictly technical approaches to 

address these risks. We also explore the limitations inherent in a purely “technological fix”. We 

close by considering alternate approaches to creating a less toxic social media experience. 

 

 2- Tools for Evaluating Antisocial behavior  

 
Little scholarship exists that explores the limitations of innovative techniques for addressing 

antisocial behaviors. Some existing studies have examined Natural Language Processing (NLP) 

techniques for automatic hate speech detection while also recognizing and addressing their 

limitations [6]. Others have explored the reliability of pre-trained large language models (LLMs), 

assessing their effectiveness in decision-making tasks that involve aspects of uncertainty, robust 

generalization, and adaptation [7]. Furthermore, a comprehensive analysis of the risks associated 

with LLMs has been conducted to better guide responsible innovation [8]. This analysis draws 

from various fields, including computer science, linguistics, and social sciences. The examination 

and consideration of uncertainty in machine learning techniques, including the realm of online 

toxicity detection, have prompted the proposal and application of methods designed to address this 

issue [9][10].  

 

Despite these efforts, uncertainty persists around the efficacy of ML techniques to detect and 

manage toxic speech. Notably, the presence of biases in both data and algorithms poses a 

significant issue, potentially resulting in increased discrimination [11]. Bias in datasets causes 

posts from minoritized groups to be over flagged (False Positives (FP) identifying toxicity when 

none existed) [12]. Furthermore, research has predominantly concentrated on textual content, and 



the conclusions drawn about uncertainty in toxicity detection using ML techniques for textual posts 

may not necessarily be applicable to multimodal content. Consequently, it is necessary to gain a 

comprehensive understanding of uncertainty in identifying toxic multimodal content. 

 

Deploying ML techniques at the platform level poses broader challenges. Some studies indicate 

that considering the prediction uncertainty of neural networks facilitates detecting complex text 

inputs. This includes short or lengthy texts with less informative tokens and potentially incorrect 

predictions, necessitating manual verification. Google's Jigsaw team [13] presented CoToMoD, a 

benchmark to assess the effectiveness of systems involving both ML models and human 

moderators. They introduced principled metrics like Oracle-Model Collaborative Accuracy (OC-

ACC), OC-AUC, and Review Efficiency, which evaluate the system's performance in utilizing 

human attention and decisions, going beyond traditional predictive performance or uncertainty 

calibration measures. 

3. Challenges in Online Toxicity Detection 

 

Obstacles to effective ML detection occur at various stages of content moderation. We start 

by examining the challenges related to obtaining labeled datasets, which can introduce 

uncertainty and impact the accuracy of prediction results. Following that, we delve into the 

modeling approach, covering both the training and testing phases. 

3.1 Challenges in Data Preparation 

 

Machine learning techniques, particularly supervised learning, are valuable tools for detecting 

online toxicity [14]. The initial and crucial step in these techniques involves data collection, which, 

in the context of online toxicity, entails gathering data from various platforms. Social media 

platforms have a global reach, empowering people worldwide to create profiles. However, 

the pattern of use differs among regions, with certain platforms being popular in one region than 

another, and others being outright banned by federal governments. This regional variability in use 

patterns adds a layer of complexity to analysis but does not significantly impact the diverse user 

base across social media platforms. The diversity results in vast amounts of unstructured and 



multilingual content being shared every second on social media platforms, rendering its 

management exceptionally complex. Once a dataset is collected and cleaned, it needs to be 

reviewed and labeled by annotators to be used for training classifiers. This task itself has many 

challenges. Many datasets are publicly available for toxicity detection, including the Jigsaw 

Toxicity Dataset [15], which involves Wikipedia comments labeled by human annotators, and 

ToxiGen [16], comprising a large-scale machine-generated dataset that addresses adversarial and 

implicit hate towards minority groups. However, precise guidelines on how these datasets were 

annotated are not available. In some cases, tools such as Google’s Perspective API1, 

HATECHECK2 or pretrained models including HateBERT [17] are used to annotate the dataset. 

However, they may not perform perfectly, indicating that the labeled dataset may not be perfectly 

accurate and can potentially introduce bias [18]. Therefore, for each specific task, a rubric is 

required for annotation. A rubric is a set of guidelines on how specific words should be interpreted 

in different contexts. However, this guidance document is not enough to ensure unbiased 

annotation of potentially toxic posts. Annotators need an ethical framework to direct the task. Two 

additional challenges relate to the annotators themselves. Human annotators are exposed to 

sometimes violent and disturbing content, which has an often-hidden human cost. These 

annotators are often paid far less than prevailing minimum wage, and below a living wage 

[19], [20]. 

 

These poor working conditions compound the second challenge human annotators face, which is 

having sufficient identity knowledge of the target of anti-social behavior to accurately identify 

toxicity. For example, when detecting toxic comments against LGBTQIA2+ people, the annotators 

should ideally include people from that group to review the provided dataset and label each sample 

according to the rubric. However, detailed demographic information about the annotators is rarely 

available. Moreover, another significant challenge arises from the ambiguity that exists between 

various forms of toxic language, including hate speech and offensive language. In addition, 

annotating multilingual datasets are also challenging. Many ML algorithms are trained 

primarily on English-language data, leading to potential shortcomings in their performance 

when applied to other languages. Furthermore, these models often struggle to accurately 

 
1 https://perspectiveapi.com/ 
2 https://hatecheck.ai/ 



identify subtle content in statements that carry multiple meanings. An illustrative example 

is the challenge posed by dog-whistle phrases in various languages. A dog whistle refers to a 

pejorative term deliberately crafted to be discernible only by individuals actively engaged in 

discrimination against a particular group, while remaining undetected by the general 

population—those who neither experience discrimination in this manner nor partake in 

discriminatory behavior [21]. 

 

Deep Learning (DL) and transformer-based models have demonstrated effective results in 

identifying toxic content [22]. However, they may also worsen the problem of data bias since these 

models rely heavily on large amounts of training data that may not be inclusive of all user groups. 

While Large Language Models (LLMs) have recently shown impressive capabilities in a wide 

range of applications and tasks, including natural language understanding, generation, and 

translation, it is important to note that they can also inherit biases from the training data, as 

this data can mirror the societal biases present during its collection. One potential remedy to 

inherited data bias is to create models with logic awareness. Adam et al. [23] conducted a study to 

determine if language models that incorporate logic-awareness could successfully mitigate the 

presence of harmful biases. Their findings revealed that when a language model lacks explicit 

logic acquisition, it often displays a significant degree of biased reasoning, while, integrating logic 

learning into the language model can decrease.  

 

Rule enforcement is another approach to reducing anti-social behavior. Platforms work to keep 

users safe by enforcing rules like removing toxic posts or suspending accounts from users who 

frequently engage in hateful conduct. But it is not clear if suspending users who behave badly 

reduces the overall prevalence of toxic speech online. Suspending an account may encourage bad 

actors to migrate to other platforms with fewer rules. Ali et al. [24] analyzed posting behavior on 

Twitter (now called X ) and Reddit and compared the same individuals’ content on Gab, a site 

known for promoting hateful conduct and not enforcing behavioral rules. The results of this 

comparison revealed that users exhibited increased toxicity when they experience suspension on 

one platform and are compelled to migrate to another. Additionally, their level of activity rises, 

leading to a higher frequency of posts.  

 



In terms of the process of managing online toxicity, removing toxic content, and suspending users 

are critical moments because these actions have important consequences. Content moderation 

involves both people and ML models working together. For instance, the model can pick outposts 

that probably break the rules, and then human moderators can take a closer look at them. Accurate 

classification is crucial in this situation. If toxic content is mistakenly identified as non-toxic (False 

Negative (FN)), users will see harmful content (even if they have settings to prevent this). 

Moreover, having a high number of FP or FN can lead users to disengage from discussions and 

become less active on these platforms. In addition, over-flagging content as toxic can also drive 

users away, as it is likely that many of their posts will be marked as toxic, discouraging them from 

posting or commenting due to the high chance of their content getting blocked. Jhaver et al. [25] 

examined how Reddit users responded to the platform's moderation process. Their findings 

showed that 18% of the participants agreed that their posts were correctly removed, 37% were 

uncertain about the reasons behind their post removal, and 29% expressed frustration regarding 

the removal of their posts. 

3.2 Challenges in Model Construction  

 

After preparing the dataset, the subsequent step involves training and testing the model, where the 

importance of a well-prepared dataset cannot be overstated. Quality and quantity both play vital 

roles in this phase. To ensure the reliability of results, it is imperative to maintain a near balance 

in the number of samples across different classes, creating a balanced dataset. Datasets with 

imbalanced class distributions pose a frequent challenge across various classification tasks [26]. 

This issue is particularly challenging in the domain of toxic language detection because toxic 

language is typically less frequent when compared to non-toxic language. As an example, consider 

a dataset of 100,000 tweets gathered from Twitter (now called X), where the proportion of toxic 

tweets was relatively low, accounting for approximately 5% (around 5,000 instances), while the 

majority of the data consisted of non-toxic content [27]. Consequently, this data imbalance can 

result in models excelling at recognizing nontoxic language but struggling with identifying toxic 

content. This issue can be compounded by the use of self-reported data or crowd-sourcing for 

annotation, which may not accurately reflect the diversity of toxic language used online. Various 

solutions have been proposed to address class imbalance issues at both the data and algorithmic 



levels. At the data level, these solutions involve different types of re-sampling, such as random 

oversampling, random under sampling, directed oversampling, directed under sampling, 

oversampling with informed generation, and their combinations. At the algorithmic level, solutions 

include adjusting class costs, adjusting the probabilistic estimate at tree leaf, adjusting the decision 

threshold, and recognition-based learning. While these techniques have shown promising results 

in improving the performance of models on imbalanced datasets, they also have limitations. 

Oversampling and under sampling can lead to overfitting and underfitting, respectively, and may 

not work well when the dataset is extremely imbalanced [28]. Cost-sensitive learning requires 

accurate estimation of the misclassification costs, which may be difficult in practice. These 

oversampling techniques are particularly effective in image data but may not perform optimally 

with textual content. Therefore, data augmentation methods, like synonym replacement, back-

translation and text generation, have been introduced, primarily tailored to address these 

limitations in textual data. While employing back-translation techniques can enhance accuracy by 

balancing the dataset, it is crucial to acknowledge that this approach may still lead to a significant 

number of false detections, which can be prohibitively costly in real-world applications [29]. The 

occurrence of misclassifications highlights an additional challenge, which is closely tied to the 

existing evaluation metrics. The most frequently used evaluation metrics encompass Accuracy, 

Precision, Recall, and the Area Under the ROC Curve (AUC-ROC). These metrics effectively 

measure the model's performance on training and testing data but may not accurately reflect how 

the model will perform in real-world applications. In the work done by [18], they provided 

evidence that an adversary can make subtle changes to a highly toxic phrase, causing the system 

to assign a significantly lower toxicity score. Their experiment involved applying this method to 

the sample phrases provided on the Perspective website, consistently reducing the toxicity scores 

to the level of non-toxic phrases. This finding underscores the detrimental effect of adversarial 

examples on the usability of toxic content detection systems. 

 

Another challenge to address is the requirement for high throughput, particularly in the context of 

toxicity detection due to the enormous data flow received every second. While throughput is a 

critical aspect for ML techniques in general, it holds even greater significance in the realm of 

toxicity detection. This implies that the models we develop should not only be highly accurate but 

also exceptionally fast, as users expect their posts and comments to appear for their followers 



within seconds. The most proposed techniques in the literature are tested in laboratory conditions 

on relatively small datasets and timescales, where processing speed is not an urgent consideration. 

In order to implement these models at a platform level their performance must be characterized at 

large scales and in real-time. At present, no/only one/few published articles engage with platform-

level performance, and only one considers processing speed. Ensuring that toxicity detection 

techniques perform adequately at scale requires constructing measures of uncertainty along with 

the development of reliable performance evaluation metrics. that fully consider uncertainty, 

continues to be an ongoing concern. 

 4- Humans and Machine Learning: a team approach to 

detection 

 

Our exploration of the methods available to limit toxic speech online revealed that both ML 

techniques and human intervention are necessary through the process of data collection, 

annotation, analysis, and action. 

 

While data collection processes are easily automated, human annotators are still vital in enabling 

any ML technique to operate on data. While automated toxicity detectors exist, our analysis and 

others have shown that these have very low reliability. A human annotator must interact with 

content to understand its meaning within a context and community. But while these human 

annotators are needed to enable this process, their jobs are not well remunerated, nor are they 

pleasant for the person who must sift through toxic content. Once trained, several approaches can 

do a relatively effective job in identifying toxic posts. However, certain techniques are necessary 

to limit data bias that can inadvertently over flag posts from marginalized communities. Human 

intervention is again needed to verify automated detection approaches, and to make more 

permanent decisions like content removal or user suspension (or to verify automated decisions on 

these topics). 

 

Given the sheer volume of posts that are made within and across platforms, the consequences of 

FP and FN from automated detection methods seem unacceptably high. But so do the social and 

ethical implications of hiring human annotators.  



 

What other solutions exist beyond these two poles? Individual users can take actions to protect 

themselves from toxic speech. This can include settings to prevent inappropriate or offensive 

images from showing, as well as muting or blocking problematic posters. Groups of people also 

create block lists to create safe online experiences for communities with common values or 

identity. Some platforms also allow different levels of sharing for identified groups.  

 

We then have three possible approaches:  individual protective measures, human based measures 

by the platform, and automated approaches. All these approaches involve some level of tradeoff - 

time and effort for individual protective measures, harm and low pay for human annotators, and 

risks of bias and false positives and negatives for automated approaches.   

 

What can be done to mitigate these risks? 

Improve working conditions for annotators and human moderators 

Gig-based approaches, like those monetized through Amazon Mechanical Turk program, have 

found a way to provide a technological version of piecework, a classic way to underpay workers 

by paying them a low rate for a unit of work, rather than paying a fair wage per hour. Because 

online work can cross international boundaries, they are able to find workers willing to take poor 

wages to annotate toxic posts. But contract work plays other critical roles for social media 

platforms. Contract workers are the first line in content moderation and face serious mental health 

consequences due to the violent and disturbing content that they remove [30]. Workers are forced 

to sign non-disclosure agreements (NDAs) which prevent them from sharing the horrifying nature 

of their working conditions. Again, the global reach of the internet allows for platforms to hire 

contracting companies to pay workers in the global south less and provide them with fewer 

protections [31].  

 

Develop social media platform cultures that prioritize care and respect 

Platforms, like other communities, have cultures. We recognize certain platforms for very high 

levels of toxicity (Gab, 4Chan, 8Chan, TruthSocial), but online spaces also exist that prize 



kindness and good conduct. Reddit is an example of collectively managed communities that 

manage to enforce their own norms of behavior. One insight into these communities is that they 

may be connected through common interests, and therefore have stronger potential bonds and 

common values. For example, wattpad [32], a networking site where authors can share work in 

progress or reddit sub-communities like r/fountainpens which bring together people with niche 

interests. At the same time, community-based platforms can clearly have other cultures and 

prioritize other types of behavior. But these examples may provide some insights into how 

platforms can become kinder places. 

 

Improve algorithmic approaches 

Large language models have improved at an astonishing pace. While detection methods are 

improving, they are still beset by a number of challenges including misidentification, and difficulty 

in differentiating sentiment and toxicity in specific contexts. The ways to address these 

shortcomings are not immediately clear. 

 

Hire adequate staff at the platform level and treat them decently 

Recent cuts across a swathe of social media companies have given rise to concerns that platforms 

will lack the resources to combat serious threats like disinformation, false information and online 

toxicity [33]. X, in particular, has seen a rapid rise in disinformation and toxicity [34], [35]. The 

cultures of the social media platform organizations themselves have influences on their employees. 

Just as poor working conditions and pay for gig workers who annotate posts for ML influence the 

quality of annotation and raise ethical concerns, the toxicity of the corporate culture at X under the 

new leadership influences the performance of workers employed by the platform. Just like anyone 

else, the human annotators, programmers and staff tasked with removal and suspension decisions 

need safe and stable work environments. 

 

 5-Conclusion 

 

A common narrative of AI processes states that the human element can be removed from work, 

including decision-making as well as boring, repetitive tasks. But this review of the process of 



online toxicity detection demonstrates how much this narrative leaves out. Toxicity detection 

begins with dataset annotation that is typically carried out by human annotators (a boring, 

repetitive task). Although pretrained tools are employed in some instances, human analysis and 

intervention is often necessary due to the imperfect accuracy of these tools, reaffirming the central 

role of human annotation in the process. The ML tasks only begin once annotation is complete, 

when the classifier can be trained and tested on a small dataset. These techniques are then applied 

to user-generated content to distinguish between toxic and nontoxic content. In some cases, 

potentially incorrect classifications are forwarded to human moderators for content removal 

decisions. In other words, a human worker retains decision-making in the moderation process. The 

classification results are of utmost importance, with both false positives and, in particular, false 

negatives incurring significant costs. Both human annotators and the ML algorithms produce 

errors. Moreover, results from our lab and others indicate that ML techniques for annotation 

without a human user are prone to much higher error rates. This means that for the near future, 

human involvement remains integral to the moderation process to tackle toxicity. However, it is 

crucial to emphasize the importance of prioritizing human safety within the moderation 

framework. 

 

That means that for the near future, humans remain a critical part of the moderation process 

used to control online toxicity, but these humans need protection: for all the talk about AI 

Safety, Human Safety should be a priority. 
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